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Systems, methods, and other embodiments associated with
detecting unfairness 1n machine learning outcomes are
described. In one embodiment, a method includes generating
outcomes for transactions with a machine learning tool to be
tested for bias. Then, actual values for a test subset of the
outcomes that 1s associated with a test value for a demo-
graphic classification are compared with estimated values
for the test subset of outcomes. The estimated values are
generated by a machine learning model that 1s trained with
a reference subset of the outcomes that are associated with
a reference value for the demographic classification. The
method then detects whether the machine learning tool 1s
biased or unbiased based on dissimilarity between the actual
values and the estimated values for the test subset of the
outcomes. The method then generates an electronic alert that
the ML tool 1s biased or unbiased.
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COMPARE ACTUAL AND ML ESTIMATED VALUES FOR A FIRST SUBSET OF THE
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ARE BIASED (E.G., UNFAIR) WITH RESPECT TO THE DEMOGRAPHIC CLASSIFICATION
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ESTIMATED QUTCOMES CONSISTENT WITH THE ASSIGNED OUTCOMES FOR A
REFERENCE PORTION OF THE TRANSACTIONS THAT HAS A SECOND DEMOGRAPHIC
CLASSIFICATION
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ESTIMATE OUTCOMES THAT ARE CONSISTENT WITH THE ASSIGNED OUTCOMES FOR
THE FIRST DEMOGRAPHIC CATEGORY
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GENERATE OUTCOME ESTIMATES WITH THE BIAS DETECTION MODEL FOR THE TEST
TRANSACTIONS THAT BELONG TO A SECOND DEMOGRAPHIC CATEGORY
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BIAS DETECTION IN MACHINE LEARNING
TOOLS

CROSS REFERENCE TO RELATED
APPLICATIONS

[0001] This disclosure claims the benefit of U.S. Provi-
sional Patent Application serial number “63/442,509” filed
Feb. 1, 2023, titled “DETECTION OF UNFAIRNESS IN
MACHINE LEARNING OUTCOMES”, having inventors:

Keyang Ru, Kenneth P. Baclawski, Richard P. Sonderegger,
Dieter Gawlick, Anna Chystiakova, Guang Chao Wang,

Matthew T. Gerdes, and Kenny C. Gross, and assigned to the
present assignee, which 1s incorporated by reference herein
n 1ts entirety.

BACKGROUND

[0002] All too often, automation, artificial intelligence
(Al), and machine learning (ML) tools and techmiques
threaten the rights of people, limit opportunities atiorded
people, and prevent equitable access of people to resources
or services. For example, algorithmic discrimination occurs
when automated systems contribute to unjustified different
treatment or impacts disfavoring people based on their race,
color, ethnicity, sex (including pregnancy, childbirth, and
related medical conditions, gender 1dentity, mtersex status,
and sexual orientation), religion, age, national origin, dis-
ability, veteran status, genetic information, or any other
demographic classification protected by law.

BRIEF DESCRIPTION OF THE DRAWINGS

[0003] The accompanying drawings, which are incorpo-
rated 1n and constitute a part of the specification, illustrate
various systems, methods, and other embodiments of the
disclosure. It will be appreciated that the 1llustrated element
boundaries (e.g., boxes, groups of boxes, or other shapes) in
the figures represent one embodiment of the boundaries. In
some embodiments one element may be implemented as
multiple elements or that multiple elements may be 1mple-
mented as one element. In some embodiments, an element
shown as an 1nternal component of another element may be
implemented as an external component and vice versa.
Furthermore, elements may not be drawn to scale.

[0004] FIG. 1 illustrates one embodiment of a fairness
assessment system associated with fairness assessment for
continuous decision evaluations of machine learning out-
comes.

[0005] FIG. 2A 1illustrates one embodiment of a fairness
assessment method applied to detecting unfairness or bias 1n
machine learning outcomes.

[0006] FIG. 2B illustrates one embodiment of a fairness
assessment method applied to certifying fairness or non-bias
in machine learning outcomes.

[0007] FIG. 2C 1illustrates one embodiment of a fairness
assessment method applied to determining a status of
whether machine learning outcomes are fair (non-biased) or
unfair (biased).

[0008] FIG. 3 illustrates one embodiment of a fairness
assessment method (or framework) associated with fairness

assessment for continuous decision evaluations of machine
learning outcomes.

[0009] FIG. 4 1llustrates two plots of time series of out-
comes, a first plot for outcome sequence #1 and a second
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plot for outcome sequence #2 that are associated with
fairness assessment for continuous decision evaluations of
machine learning outcomes.

[0010] FIG. 5 illustrates an embodiment of a computing
system configured with the example systems and/or methods
disclosed.

DETAILED DESCRIPTION

[0011] Systems, methods, and other embodiments are
described herein that provide fairness assessment for con-
tinuous decision evaluations of machine learning outcomes.
In one embodiment, a fairness assessment system employs
ML anomaly detection models to automatically detect when
and 1n what way an automation, Al, or ML tool or technique
1s unfair or inequitable to specific classes of persons. By
performing proactive fairness (equity) assessments of the
automation, Al, and ML tools and techniques using the
fairness system, individuals and communities may be pro-
tected from algorithmic discrimination, and automation, Al,
and ML tools and techniques may be designed and used 1n
an equitable way. For example, fairness assessments may be
performed as part of system design when using automation,
Al, or ML tools or techniques. For convenience, automation,
Al, and ML tools and techniques may be referred to herein
collectively as “ML tools™.

[0012] Inoneembodiment, the fairness assessment system
leverages the fact that a truly “fair” ML tool will produce
similar outcome determinations for similar transactions
regardless of demographic class of the parties involved.
Theretfore, an ML anomaly detection model trained using the
inputs and corresponding outcomes from an ML tool for one
demographic class should predict outcomes for another
demographic class not substantially different from the out-
comes produced by the ML tool for the other demographic
class, provided that the ML tool 1s unbiased or “fair”. Where
ML tool outcomes substantially differ from ML anomaly
detection estimates of the outcomes, the ML tool 1s 1n some
way biased with respect to whichever demographic class
was used to train the ML anomaly detection model. Con-
versely, where the ML tool outcomes do not substantially
differ from the ML estimates, the ML tool may be certified
to be free of bias with respect to whichever demographic
class was used to train the ML anomaly detection model.
The level of difference that 1s tolerable may be configured
based on the end application of the ML tool.

[0013] Inoneembodiment, the fairness assessment system
improves the technology of automation, Al, and ML by
automatically detecting latent or emerging unfairness or bias
in an automation, Al, or ML tool or technique. For example,
the fairness assessment system may detect when an ML tool
gives better outcomes to men over women, to the young over
the old, to one ethnicity over another, even when the
preferential or prejudicial treatment may not be immediately
apparent. In one embodiment, the fairness assessment sys-
tem further improves the technology of automation, Al, and
ML by automatically tracing detected untairness to its root
cause. In one embodiment, the fairness assessment system
also improves the technology of automation, Al, and ML by
automatically certifying that an automation, Al, or ML tool
or technique 1s free of (or has) unfairness or bias within a
user-specified confidence level, enabling compliance with
regulatory mandates against algorithmic discrimination.
[0014] Inone embodiment, the fairness assessment system
tests a ML tool for bias by using the ML tool to produce
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outcomes for a set of transactions. The outcomes are split
into subsets based on discrete values for a demographic
classification, for example, a subset for male and a subset for
female with reference to the demographic classification of
sex. An ML anomaly detection model 1s used to generate
estimates of the outcomes for one of the subsets. The ML
anomaly detection model 1s trained to produce the estimates
using another of the subsets. For example, the ML anomaly
detection model 1s trained with the subset of outcomes for
women, and used to generate estimates for the subset of
outcomes for men. The estimates of the outcomes are
compared to actual values for the outcomes. For example,
the estimates of the outcomes of transactions performed by
men (where the estimates are made as if the transactions
were performed by women) are compared to the actual
outcomes of the transactions performed by men. The esti-
mated and actual outcomes should be substantially similar,
for example, where the distributions of estimated and actual
outcomes are unimodal. If the estimated and actual out-
comes are dissimilar, unfairness 1s detected in the ML tool.
An alert 1s then generated that the ML tool generates unfair
outcomes with respect to the demographic classification
(e.g., with respect to sex). If, on the other hand, the estimated
and actual outcomes are similar, unfairness i1s confirmed to
be absent with respect to the demographic classification, and
an alert certifying the absence of bias 1s produced accord-
ingly.

[0015] It should be understood that no action or function
described or claimed herein 1s performed by the human
mind, and cannot be practically performed in the human
mind. An interpretation that any action or function described
or claimed herein can be performed 1n the human mind 1s
inconsistent with and contrary to this disclosure.

Definitions

[0016] As used herein, the term “time series” refers to a
data structure 1n which a series of data points (such as
observations or sampled values) are indexed 1n time order.
In one embodiment, the data points of a time series may be
indexed with an 1ndex such as a point in time described by
a time stamp and/or an observation number. As used herein,
the terms “time series signal” and “time series” are synony-
mous. For example, a time series 1s one “column” or
sequence ol observations over time from one of several
variables for a transaction.

[0017] As used herein, the term “vector” refers to a data
structure that includes a set of data points (such as obser-
vations or sampled values) from multiple time series at one
particular point 1in time, such as a point in time described by
a time stamp, observation number, or other index. For
example, a “vector” 1s one row (timestamp) of observations
from all S variables involved in a transaction (e.g., including
both 1nput variables that describe the transaction and cat-
egorical variables that describe the person).

[0018] As used herein, the term “time series database”
refers to a data structure that includes one or more time
series that share an index (such as a series of points 1n time,
time stamps, time steps, or observation numbers) 1 com-
mon. As an example, time series may be considered *“col-
umns” ol a time series database, and vectors may be
considered “rows” of a time series database. For example, a
database or collection of transactions may be arranged or
indexed 1n order of a recorded time for the transaction, thus
making a time series database of the transactions.
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[0019] As used herein, the term “‘transaction’” refers to an
event mvolving a person about which an ML tool 1s to
determine an outcome based on a number of 1input variables
that describe the event and categorical variables that
describe the person. In one embodiment, a transaction refers
to a unit of data representing a collection of information
items about one event involving the person. The transaction
or event may be described with an individual time series
vector or observation. The time series vector for the trans-
action may include the input variables that provide the basis
for the outcome determination by the ML tool, as well as
categorical variables that describe demographic classifica-
tions or characteristics of the individual(s) mnvolved 1n the
transaction. For example, an ML tool may be used to
perform transactions of determining an outcome of how
soon to admit a patient presenting symptoms of dangerous
conditions, and be provided with input variables that include
temperature, blood pressure, heart rate, and examination
date, and categorical variables that include name, sex, race,
veteran status, and residence location of the patient. In one
embodiment, the fairness assessment system can determine
whether the speed of admission 1s unfair or biased based on
name, seX, race, veteran status, or residence location of the
patient.

[0020] The terms “fair” and ‘“unfair” are generally used
herein 1interchangeably with “unbiased” and “biased”,
respectively. But, to be clear, the fairness assessment sys-
tems and methods described herein operate to discover a
statistical bias with respect to various metadata parameters
(categorical variables), or to certify an absence of statistical
bias. The fairness assessment systems and methods
described herein do not make a qualitative moral or ethical
judgment about what 1s “fair” or “unfair” but only whether
an outcome contains a quantitative bias relative to another
set of outcomes. Whether a bias 1s “unfair”, or a lack of bias
1s “fair” 1s a subjective matter of interpretation that may vary
based on the end use of the ML tool under test.

—Example Fairness Assessment System—

[0021] FIG. 1 illustrates one embodiment of a fairness
assessment system 100 associated with fairness assessment
for continuous decision evaluations of machine learning
outcomes. Fairness assessment system 100 includes com-
ponents for detecting whether or not an ML tool under test
includes unfairness or bias. Components of fairness assess-
ment system 100 may include an ML tool configurator 105,
an estimate comparator 110, a bias (unfairness) detector 115,
and an alert generator 120. ML tool configurator 105 may
include an ML tool 125 that 1s under test for unfairness.
Estimate comparator 110 may include a machine learning
model 130, such as an ML anomaly detection model. In one
embodiment each of these components 105, 110, 115, 120,
125, and 130 of fairness assessment system 100 may be
implemented as software executed by computer hardware.
For example, components 105, 110, 115, 120, 125, and 130
may be implemented as one or more itercommunicating
software modules, routines, or services for performing the
functions of the components described herein.

[0022] In one embodiment, ML tool configurator 105 is
configured to generate outcomes 140 for a set of transactions
145 using ML tool 125. ML tool 125 1s under test to detect
unfairness. In one embodiment, transactions 145 may be
received from a database such as a time series database of
transactions. In one embodiment, estimate comparator 110
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compares actual values for a test subset of the outcomes 140
with estimated values for the test subset of the outcomes
140. The test subset of the outcomes 140 1s associated with
a test value for a demographic classification (e.g., a value of
“Brazil” for a demographic classification of “National Ori-
gin’’). The estimated values for the outcomes 140 are gen-
erated by a machine learning model 130. Machine learning
model 130 1s trained with a reference subset of the outcomes
140. The reference subset of the outcomes 140 1s associated
with a reference value for the demographic classification
(e.g., a value of “United States™ for the demographic clas-
sification of “National Origin™). In one embodiment, bias
detector 115 detects unfairness in the ML tool 125 based on
dissimilarity between actual and estimated outcomes 150 for
the test subset of the outcomes. In response to the detected
bias (unfairness) 155, alert generator 120 generates an
clectronic alert 160 that the ML tool 125 generates outcomes
140 that are unfair with respect to the demographic classi-
fication.

[0023] Further details regarding fairness assessment sys-
tem 100 are presented herein. In one embodiment, the
operation of fairness assessment system 100 will be
described with reference to example fairness assessment

methods 200, 240, 260, and 300 shown 1n FIGS. 2A-2C and

3.

—FExample Fairness Assessment Method—Detecting
Unfairness—

[0024] FIG. 2A 1illustrates one embodiment of a fairness

assessment method 200 associated with fairness assessment
for continuous decision evaluations of machine learning
outcomes. In fairness assessment method 200, ML fairness
assessment techniques are applied to detect unfairness—that
1s, the presence of bias—in an ML tool under test. As an
overview, 1n one embodiment, fairness assessment method
200 generates outcomes of transactions with a machine
learning tool under test. Fairness assessment method 200
then splits the outcomes based on values for a demographic
classification (e.g., outcomes for veterans split from out-
comes for non-veterans, outcomes for Californians split
from outcomes for Ohioans and from outcomes for Massa-
chusettsians, etc.). Assessment method 200 trains an ML
model with one of the subsets of outcomes. And, assessment
method 200 compares actual values and ML-estimated val-
ues for outcomes belonging to another one of the subsets of
outcomes. Because the ML model was trained with out-
comes generated by the ML tool for one demographic class,
and the ML model 1s generating estimated outcomes for
another demographic class, bias or unfairness in the out-
comes generated by the ML tool becomes apparent when the
estimates and actual values for the outcomes are dissimilar.
Theretore, fairness assessment method 200 detects untair-
ness 1 the ML tool based on dissimilarity between the
estimates and actual values. Fairness assessment method
200 then generates an electronic alert that the ML tool 1s
unifair 1n response to detecting the unfairness. The alert may
indicate the demographic classification where the unfairness
OCCurs.

[0025] In one embodiment, fairness assessment method
200 mitiates at START block 205 in response to an fairness
assessment system (such as fairness assessment system 100)
determining one or more of (1) that a fairness assessment
system has been instructed to evaluate the fairness of a
particular ML tool; (11) that an instruction to perform fairness
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assessment method 200 on an ML tool with a set of time
series readings has been received (111) a user or administrator
ol a fairness assessment system has 1nitiated fairness assess-
ment method 200; (1v) 1t 1s currently a time at which fairness
assessment method 200 1s scheduled to be run; or (v) that
fairness assessment method 200 should commence 1n
response to occurrence of some other condition.

[0026] In one embodiment, decision evaluations of
machine learning outcomes from the ML tool may be made
continuous or continual by repeated or regular fairness
assessment. For example, iteration or repetition of the fair-
ness assessment method 200 (or other bias detection/certi-
fication) 1s performed automatically upon (in response to)
training, retraining, replacement, update, or other change to
the ML tool under test. Or, for example, fairness assessment
of the ML tool may be repeated at a scheduled interval. In
this way, the fairness assessment methods, systems or other
embodiments described herein provide autonomous detec-
tion of the introduction of bias into the ML tool and/or
certification of fairness for the ML tool on a continual,
ongoing basis.

[0027] In one embodiment, a computer system configured
by computer-executable instructions to execute functions of
fairness assessment system 100 executes fairness assess-
ment method 200. Following initiation at start block 205,

fairness assessment method 200 continues to process block
210.

[0028] At process block 210, fairness assessment method
200 generates (or otherwise accesses) outcomes for trans-
actions with a machine learning (ML) tool that 1s being
tested for bias or unfairness. Unfairness in a ML tool may be
discovered by analysis of transaction outcomes (such as
outcomes 140) produced by the ML tool. Accordingly, the
ML tool 1s operated to process transactions (such as those 1n
set of transactions 145) and generate outcomes (also referred
to as predictions or estimates) of a decision of how to
proceed with the transaction. The ML tool 1s configured to
generate outcomes for a particular type of transaction. For
example, the ML tool may be configured to generate interest
rates for loan applications as outcomes. The fairness assess-
ment method 200 provides the ML tool with a set of
transactions of the type that the ML tool 1s configured to
process. The fairness assessment method 200 executes the
ML tool to generate outcomes to the transactions. The
transactions may be associated with times, for example dates
of a loan application. Thus, the set of transactions may make
up a time series of transactions, and the outcomes a time
series of outcomes, each indexed by time associated with the
transaction and corresponding outcome. In one embodiment,
the activities of process block 210 are performed by ML tool
configurator 105.

[0029] At process block 215, fairness assessment method
200 compares actual values for a test subset of the outcomes
that 1s associated with a test value for a demographic
classification with estimated values for the test subset of
outcomes. The estimated values are generated by a machine
learning model that 1s trained with a reference subset of the
outcomes that are associated with a reference value for the
demographic classification. In one embodiment, the test
subset and reference subset are complementary subsets, for
example, the reference subset may include outcomes asso-
ciated with a demographic classification, and the test subset
may include outcomes not associated with the demographic
group. The outcomes may be divided into the test and
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reference subset based on a value of a demographic classi-
fication. For example, outcomes may be split into a test
subset of outcomes for transactions performed by non-
veterans, and a reference subset of outcomes for transactions
performed by veterans 1in a demographic classification of
veteran status. The demographic classifications may also be
referred to herein as metadata features or categorical vari-
ables (CatVars). The demographic classifications are pro-
vided as values for CatVars or metadata features, as dis-
cussed 1n detail herein.

[0030] A machine learning model (e.g., machine learning
model 130), such as an ML anomaly detection model (e.g.,
MSET) may be trained using the reference set of outcomes.
The reference set of outcomes are associated with a refer-
ence demographic class (or reference value for a demo-
graphic classification). Thus, the ML anomaly detection
model 1s trained to generate estimates of outcomes as 1f the
transactions are performed for a member of the reference
demographic class. Additional detail on traiming the ML
anomaly detection model and monmitoring with the anomaly
detection model 1s described below with reference to blocks
365-355 and under the heading “Overview of Multivariate
ML Anomaly Detection”.

[0031] The trained machine learning model (also referred
to herein as a bias detection model) 1s then used to monitor
the test set of outcomes. The test set of outcomes are
associated with a test demographic class (or test value for a
demographic classification). The machine learning model
produces estimates of what the outcomes 1n the test set of
outcomes are expected to be, 1f the transaction were per-
formed for a member of the reference demographic class
instead of for a member of the test demographic class. Thus,
this surveillance of or monitoring results of the ML tool
under test with a bias detection model shows an extent to
which the results from the ML tool are dissimilar to what
would be expected i1 the model 1s unbiased. Bias 1s detected
when the trained machine learning model (bias detection
model) produces estimates so divergent as to trigger a fault
detection test. Additional detail regarding monitoring the
outcomes 1s described below, for example with reference to
block 375 of method 300 and under the heading “Overview
of Multivariate MLL Anomaly Detection”. In one embodi-
ment, the activities of process block 215 are performed by
estimate comparator 110.

[0032] At process block 220, fairness assessment method
200 detects the unfairness or bias (e.g., detected bias 155) 1n
the machine learning tool based on dissimilarity between the
actual values and the estimated values for the test subset of
the outcomes (e.g., dissimilarity between actual and esti-
mated outcomes 150). In one embodiment, the dissimilarity
1s produced or generated as residuals (differences) between
the actual and estimated outcomes. Where there 1s no
unfairness between the reference set of outcomes and the
test set of outcomes, there will be little to no dissimilarity
between the actual values (assigned by the ML tool) and
ML-estimated values (generated by the bias detection
model) for the outcomes. That 1s, the residuals will be low
where there 1s little unfairness or bias. Conversely, where
unfairness exists, there will be dissimilarity between the
actual and estimated outcome values, and the residuals will
be high(er).

[0033] In one embodiment, whether measured dissimilar-
ity 1s suflicient to warrant a conclusion that the ML tool 1s
unfair may be determined by an analysis of the differences
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between the actual and estimated values for the test set of
outcomes. For example, the analysis may be performed by
a fault detection model such as a sequential probability ratio
test (SPRT) analysis. Also, in one embodiment, whether
measured dissimilarity 1s so low (and measured similarity so
high) as to warrant a conclusion that the ML tool 1s aflir-
matively fair (null hypothesis H,) may also be determined
by a SPRT analysis of the residuals (differences) between the
actual and estimated values for the test set of outcomes. In
this way, the absence of bias 1n a model can thus be
empirically and verifiably certified. Therefore, the absence
of bias certification/detection of presence of bias may be
performed autonomously. Additional detail on determining
whether the ML tool 1s fair (null hypothesis H,, ML tool 1s
producing outcomes fairly with respect to a demographic
classification) or unfair (alternative hypothesis H,, ML tool
1s producing outcomes unfairly with respect to the demo-
graphic classification) 1s discussed below, for example with
reference to blocks 380-390 of method 300. In one embodi-
ment, the activities of process block 220 are performed by
bias detector 115.

[0034] At process block 225, fairness assessment method
200 generates an electronic alert that the ML tool generates
outcomes that are biased or unfair with respect to the
demographic classification. In one embodiment, the fairness
assessment method 200 generates an electronic alert (such as
clectronic alert 160) that the ML tool does or does not
generate unfair outcomes. In one embodiment, the alert will
indicate the demographic classification (such as sex, age,
ethnicity, etc.) that 1s at a root cause of the unfairness. In one
embodiment, the electronic alert includes a confidence fac-
tor that the ML tool 1s or 1s not generating unfair outcomes
(for example as discussed with reference to process block
380-390 of FIG. 3). In one embodiment, the electronic alert
triggers an automatic action, such as automatically notifying
specific individuals, generating a user interface for display
of the alert, modifying the ML tool, or other action. At the
conclusion of process block 225, fairness assessment
method 200 continues to END block 230, where fairness
assessment method 200 concludes. In one embodiment, the
activities of process block 225 are performed by alert
generator 120.

[0035] Thus, 1n one embodiment, at the conclusion of
fairness assessment method 200, the presence of unfairness
(1f any) 1n the ML tool with respect to a particular demo-
graphic classification has been detected. This process may
be repeated to detect unfairness (if any) 1n the ML tool for
additional demographic classifications, for example as
described in detail with reference to fairness assessment

method 300 below.

—Example Fairness Assessment Method—Confirming
Fairness—

[0036] FIG. 2B illustrates another embodiment of a fair-
ness assessment method 240 associated with fairness assess-
ment for continuous decision evaluations of machine learn-
ing outcomes. In fairness assessment method 240, ML
fairness assessment techniques are applied to confirm or
certity fairness, that 1s, the absence of bias, 1n an ML tool
under test.

[0037] In one embodiment, a computer system configured
by computer-executable 1nstructions to execute functions of
fairness assessment system 100 executes fairness assess-
ment method 240. In one embodiment, fairness assessment
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method 240 mmtiates at START block 241 in response to
occurrence of a condition (such as those described above
with reference to fairness assessment method 200) indicat-
ing that that fairness assessment method 240 should com-
mence, and proceeds to block 242.

[0038] At block 242, fairness assessment method 240 uses
a machine learning tool to assign outcomes for transactions.
The machine learming tool 1s a target of analysis for bias, 1n
other words, the ML tool 1s being checked to determine
whether or not bias or unfairness 1s present 1 outcomes
assigned by the ML tool. In one embodiment, the outcomes
may be assigned in a manner similar to that described in
process block 210 for using the ML tool to generate out-
comes. In one embodiment, the activities of process block
242 are pertormed by ML tool configurator 105.

[0039] At block 243, fairness assessment method 240

compares transaction outcomes assigned by the ML tool for
one demographic class with estimates for the transaction
outcomes by a bias detection model trained for another
demographic class. More particularly, assigned outcomes
for a test portion of the transactions that has a first demo-
graphic classification are compared with estimated out-
comes for the test portion of the transactions. The estimated
outcomes are generated by an ML bias detection model that
1s trained to produce the estimated outcomes consistent with
the assigned outcomes for a reference portion of the trans-
actions that has a second demographic classification. The
comparison 1s performed, for example, as described below
with reference to block 375-380 of method 300 and under
the heading “Overview of Multivariate ML Anomaly Detec-
tion”, or 1in a manner similar to that described above for
process block 215. In one embodiment, the activities of

process block 243 are performed by estimate comparator
110.

[0040] At block 244, fairness assessment method 240
detects that bias 1s absent from the ML tool. The detection
1s based on similarity between the assigned outcomes and
the estimated outcomes for the test portion of the transac-
tions. The similarity 1s evaluated, for example, as described
below with reference to blocks 380-390 of method 300. and
under the heading “Overview of Multivariate MLL Anomaly
Detection”, or 1in a manner similar to that described above
for process block 220. In one embodiment, the activities of
process block 244 are performed by bias detector 115.

[0041] At block 245, fairness assessment method 240
generates an electronic alert that the ML tool 1s confirmed to
be free of bias with respect to the first demographic classi-
fication. In one embodiment, this alert 1s produced in a
manner similar to that described above for process block
225. In one embodiment, the alert may be presented as a
certification that the ML tool 1s free of bias regarding a
particular demographic class (in this case, the demographic
class for the transactions used to train the ML bias detection
model, referred to as the “second demographic classifica-
tion”). Blocks 242-243 may be repeated for multiple demo-
graphic classes, allowing the alert to be a report that includes
certifications that the ML tool to be unbiased with respect to
the multiple demographic classes. In one embodiment, the
activities of process block 225 are performed by alert
generator 120. Fairness assessment method 240 then con-

cludes at end block 246.
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—FExample Fairness Assessment Method—Deciding

Between Bias and Non-Bias—

[0042] FIG. 2C illustrates another embodiment of a fair-
ness assessment method 260 associated with fairness assess-
ment for continuous decision evaluations of machine learn-
ing outcomes. In fairness assessment method 260, ML
fairness assessment techniques are applied to decide and
report whether the ML tool under test 1s biased (unfair), free
of bias (fair), or undetermined with respect to a demographic
class.

[0043] In one embodiment, a computer system configured
by computer-executable 1nstructions to execute functions of
fairness assessment system 100 executes fairness assess-
ment method 260. In one embodiment, fairness assessment
method 260 imtiates at START block 261 in response to
occurrence of a condition (such as those described above
with reference to fairness assessment method 200) indicat-
ing that that fairness assessment method 260 should com-
mence, and proceeds to block 262.

[0044] At process block 262, fairness assessment method
260 assigns outcomes for transactions with an ML tool that
1s being checked for bias. In one embodiment, fairness
assessment method 260 obtains or accesses outcomes that
were generated by an ML tool for a set of transactions. In
other words, fairness assessment method locates and
retrieves from storage outcomes that were previously gen-
erated by the ML tool. In one embodiment, the transactions
include at least a first set of transactions associated with a
first demographic category and a second set of transactions
associated with a second demographic category. In one
embodiment, a transaction may be associated with a demo-
graphic category by providing an indication of the demo-
graphic category in a data structure that represents the
transaction, for example by providing a field for specifying
the demographic category. As discussed herein, the demo-
graphic categories may be represented by one or more
metadata parameters or categorical variables included 1n a
data structure representing a transaction. The transactions
may occasionally be referred to herein as “test transactions™
because the transactions are used during the test of whether
or not the ML tool exhibits biased or non-biased outcomes.
In one embodiment, the outcomes may be assigned or
generated by the ML tool in a manner similar to that
described 1n process blocks 210 and 242. In one embodi-
ment, the activities of process block 262 are performed by
ML tool configurator 105.

[0045] At process block 263, fairness assessment method
260 trains a bias detection model on the test transactions that
belong to a first demographic category. The bias detection
model 1s trained to estimate outcomes that are consistent
with the assigned outcomes for the first demographic cat-
egory. In one embodiment, fairness assessment method 260
trains a bias detection model on the first set of transactions
that are associated with the first demographic category. The
bias detection model 1s trained to estimate outcomes that are
consistent with the outcomes that were generated for the first
set of transactions that are associated with the first demo-
graphic category. In one embodiment, the training of the bias
detection model 1s performed, for example, as described
below with reference to block 365 of method 300 and under
the heading “Overview of Multivariate ML Anomaly Detec-
tion”, or 1n a manner similar to that described above for
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process block 215. In one embodiment, the activities of
process block 263 are performed by estimate comparator

110.

[0046] At process block 264, fairness assessment method
260 generates outcome estimates with the bias detection
model for the test transactions that belong to a second
demographic category. In one embodiment, fairness assess-
ment method 260 iputs the second set of transactions that
are associated with the second demographic category into
the trained bias detection model to generate outcome esti-
mates. The outcome estimates are generated by the bias
detection model, for example, as described below with
reference to block 375 of method 300 and under the heading
“Overview of Multivariate ML Anomaly Detection”, or in a
manner similar to that described above for process block
215. In one embodiment, the activities of process block 264
are performed by estimate comparator 110.

[0047] Comparison of the ML-tool-assigned outcomes
and bias-detection-model-generated outcome estimates
reveals the presence or absence of bias in the ML tool with
respect to the first and second demographic categories. As
discussed 1n further detail herein, both sets of outcomes (the
outcomes generated by the ML tool for the first set of
transactions and the outcome estimates for the second set of
transactions) are statistically equivalent where bias 1s absent,
and not statistically equivalent where bias 1s present. At
process block 265, fairness assessment method 260 deter-
mines a status of bias for the ML tool. The status of bias 1s
determined based on a dissimilarity between (1) the outcome
estimates for the second set of transactions that were gen-
erated by the bias detection model, and (2) the actual
outcomes generated for the second set of transactions by the
ML tool. In other words, the status of bias 1s determined
based on a dissimilarity between (1) the outcome estimates
(by the bias detection model) for the test transactions that
belong to the second demographic category and (2) the
assigned outcomes (by the ML tool) for the test transactions
that belong to the second demographic category. In one
embodiment, the dissimilarity 1s established based on
residuals between the estimated and assigned outcomes. For
example, whether the dissimilarity of the residuals indicates
the estimated and assigned outcomes to be statistically
non-equivalent may be determined by by executing a binary
fault detection test (e.g., SPRT) on the residuals. Examples
ol a binary fault detection test are described below under the
headings “Example Framework for Fairness Assessment—
Binary Hypothesis Fault Detection” and “Overview of Mul-
tivariate ML Anomaly Detection”. In one embodiment, the

activities of process block 265 are performed by bias detec-
tor 1135.

[0048] In one embodiment, the status of bias for the ML
tool may indicate that (1) the ML tool found to be biased (or
1s unfair) for a specified confidence factor or level; (2) the
ML tool 1s found not to be biased not biased (or 1s fair) for
the specified confidence factor; or (3) the ML tool has not
been found to be biased or unbiased within the specified
confidence factor. Based on the determination by the binary
fault detection test, the ML tool may be assigned a biased or
“unfair” status of bias, an unbiased or “fair” status of bias,
or an undecided status of bias. The ML tool may thus be
labeled as biased, unbiased, or undetermined. In one
embodiment, the status of bias may indicate that bias (un-
fairness) 1s present 1n the ML tool where sutlicient dissimi-
larity 1s found between the estimated and actual (ML tool-
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assigned) outcomes. In one embodiment, suilicient
dissimilarity may be established where a detection index
generated by the SPRT satisfies an acceptance threshold for
bias (as discussed 1n further detail below). In one embodi-
ment, the status of bias may indicate that no bias (fairness)
1s present 1n the ML tool where suflicient similarity 1s found
between the estimated and actual outcomes. In one embodi-
ment, sutlicient similarity may be established where a detec-
tion index generated by the SPRT satisfies an acceptance
threshold for non-bias (as discussed 1n further detail below).
In one embodiment, the status of bias may indicate that a
determination between bias and non-bias in the machine
learning tool cannot be made with suflicient confidence. This
status arises when neither of the acceptance thresholds for
bias or non-bias are yet satisfied (as discussed in further
detail below) and more observations are required before any
decision can be made.

[0049] At process block 266, fairness assessment method
260 generates an electronic alert that reports the status of
bias 1n the ML tool. In one embodiment, this alert 1is
produced 1n a manner similar to that described above for
process blocks 225 and 245. Method 260 then completes at
END block 267. In one embodiment, the generation of the
electronic alert in block 260 1s performed by alert generator
120.

[0050] In one embodiment, at a high level, the fairness
assessment methods operate to detect bias 1n an ML tool by
detecting where similar transactions have different results
where demographic categories differ. In an unbiased ML
tool, similar transactions should have similar results regard-
less of demographic category. Therefore, 1n one embodi-
ment, the fairness assessment methods train a bias detection
model to generate outcomes that are consistent with out-
comes for a first demographic category without reference to
the first demographic category. In other words, the bias
detection model 1s trained to produce outcomes that approxi-
mate what would be produced for the first demographic
category without taking into account that the transactions
used for training are limited to transactions associated with
the first demographic category. So, outcomes assigned by
the ML tool and outcome estimates provided by the bias
detection model for transactions associated with a second
demographic category should be statistically equivalent,
provided that no bias exists in the ML tool between the first
and second demographic categories. If the outcomes and
outcome estimates are not statistically equivalent, then the
demographic category has an etfect on the outcomes, which
means that bias 1s present.

—Further Embodiments of Example Fairness Assessment
Method—

[0051] In one embodiment, comparing actual values (for
example as described above 1n process blocks 215, 243, and
265) further includes executing a fault detection test on
residuals between the actual values and the estimated values
to produce a detection index. In other words, the fault
detection test 1s executed on residuals between the outcome
estimates and the assigned outcomes. The assigned out-
comes are outcomes that are actually assigned to transac-
tions by the ML tool. The estimated outcomes are outcomes
that are predicted or otherwise generated by the ML bias
detection model (e.g., MSET). The outcome estimates and
the assigned outcomes are for test transactions that belong to
a given demographic category.
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[0052] In one embodiment, a fault detection test 1s then
executed to produce a detection index. For example, the
fault detection test (such as SPRT) 1s executed on residuals
between the assigned outcomes and the estimated outcomes
for the test portion of the transactions to produce the
detection index. The detection index represents a dissimi-
larity between the outcome estimates and the assigned
outcomes for the test transactions that belong to the demo-
graphic category. For example, the detection index quanti-
fies the dissimilarity between outcomes produced for trans-
actions by the ML tool and the estimated outcomes
generated for those transactions as a reference.

[0053] In one embodiment, the detection index 1s used to
establish whether or not there 1s bias or unfairness 1n the ML
tool. Or, the detection index may be used to confirm that the
ML tool 1s free of bias or 1s fair with respect to one or more
demographic classifications. In one embodiment, detecting
the unfairness (or bias) in the machine learning tool (for
example as 1n process blocks 220 and 265) further includes
determining that the detection 1index satisfies an acceptance
threshold for the presence of bias or unfairness. And, con-
firming fairness or detecting that bias 1s absent from the ML
tool (for example as 1n process blocks 244 and 265) further
includes determining that the detection index satisfies an
acceptance threshold for the absence of bias or unfairness. In
one embodiment, the detection index 1s checked to see if the
detection index satisfies either of two conditions: (1) whether
a first acceptance threshold for detecting a presence of bias
1s satisfied 1s evaluated; and (1) whether a second accep-
tance threshold for confirming an absence of bias 1s satisfied
1s evaluated. Then, the status of bias 1s set to indicate that
there 1s bias 1n the ML tool when the first acceptance
threshold 1s satisfied, and the status of bias 1s set to indicate
that there 1s no bias in the ML tool when the second
acceptance threshold 1s satisfied. Additional detail on using
fault detection to test for the presence of bias (unfairness) or
confirm the absence of bias (fairness) 1s described below
under the headings “Example Framework for Fairness
Assessment—Binary Hypothesis Fault Detection” and
“Demonstrating Counterfactual Fairness with Fault Detec-
tion”.

[0054] Thus, 1n one embodiment, comparing actual values
(for example as 1n process blocks 215, 243, and 265) may be
performed at least 1n part by executing a fault detection test
on residuals between actual values (assigned by the ML tool
under test) for outcomes and estimated values (generated by
the ML bias detection model) for the outcomes to produce
a detection 1ndex. And, detecting the unfairness or presence
of bias (for example as 1n process blocks 220 and 265) 1n the
machine learning tool under test may be performed at least
in part by determining that the detection index satisfies an
acceptance threshold for the presence of bias. Or, confirming
fairness or the absence of bias in the machine learning tool
under test (for example as in process blocks 244 and 265
may be performed at least 1n part by determining that the
detection index satisfies another acceptance threshold for the
absence of bias.

[0055] And, 1n one embodiment, determining whether or
not there 1s bias 1n the ML tool (1n other words, discovering
whether the ML tool 1s fair or unfair) includes generating
residuals between the outcome estimates and assigned out-
comes. Then, a fault detection test 1s executed on the
residuals between the outcome estimates and the assigned
outcomes for the test transactions to produce a detection
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index. The test transactions belong to one of two demo-
graphic categories. The detection 1index represents the dis-
similarity. Whether the detection index satisfies either of two
acceptance thresholds 1s then evaluated. Whether the detec-
tion index satisfies a first acceptance threshold for detecting
presence of bias (detecting unfairness) 1s checked. And,
whether the detection index satisfies a second acceptance
threshold for confirming absence of bias (confirming fair-
ness) 1s checked.

[0056] Also, in one embodiment, comparing assigned out-
comes includes executing a fault detection test on residuals
between assigned outcomes (generated by the ML tool) and
estimated outcomes (generated by the ML bias detection
model) for a test portion of the transactions. Executing the
fault detection test produces a detection index. Detecting
that bias 1s absent from the ML tool (that 1s, the ML tool 1s
fair) includes determining that the detection index satisfies
an acceptance threshold for the absence of bias. Or, detect-
ing that bias 1s present 1n the ML tool (in other words, the
ML tool 1s unfair) includes determining that the detection
index satisfies an acceptance threshold for the presence of
bias.

[0057] In one embodiment, the acceptance threshold for
the presence of bias 1s set based on a pre-specified confi-
dence factor. And, in one embodiment, the acceptance
threshold for the absence of bias 1s set based on a pre-
specified confidence factor. In one embodiment, the pre-
speciflied confidence factor may be the same for both the
presence and the absence of bias. In one embodiment, there
may be two different pre-specified confidence factors for the
presence and absence of bias. The confidence factors may be
independently set or specified by a user or the system before
executing the fault detection test. In one embodiment, deter-
mining whether or not there 1s bias further includes accept-
ing, retrieving, or otherwise accessing a first confidence
factor for detection of bias and setting the first acceptance
threshold based on the first confidence factor for detection of
bias. And, determining whether or not there 1s bias further
includes accepting, retrieving, or otherwise accessing a
second confidence factor for confirmation of absence of bias
and setting the second acceptance threshold based on the
second confidence factor for confirmation of absence of bias.

[0058] In one embodiment, the fault detection test 1s a
sequential probability ratio test (SPRT). Fairness assessment
method then further includes generating a log-likelihood
ratio. The log-likelihood ratio 1s between likelihood of
presence of bias and likelihood of the absence of bias. The
log-likelihood ratio resulting from the generation 1s used as
the detection index. In one embodiment, the log-likelithood
ratio used as a detection index 1s a cumulative sum of
log-likelihood ratios for individual residuals over a range of
one or more of the residuals. Thus, 1n one embodiment, the
log likelihood ratio 1s a cumulative log-likelihood ratio-a
running total of log-likelihood ratios for a series or sequence
of the residuals.

[0059] In one embodiment, a root cause of the unfairness
1s determined. In other words, where bias 1s detected 1n the
ML tool, a root cause of the bias 1s determined. The root
cause may be reported 1n the electronic alert. In one embodi-
ment, the fairness assessment method considers several
distinct potential causes for a detected unfairness. Root
cause 1dentification 1s discussed 1n further detail below, for
example under the heading “Identifying Root Cause of
Unfairness™.
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[0060] In one embodiment, the test subset of the outcomes
and the reference subset of the outcomes are discrete from
one another. That 1s, the test transactions that belong to the
first demographic category (used to train the ML bias
detection model) and the test transactions that belong to the
second demographic category (used to check for bias with
regard to the differences in demographic categories) are
discrete from one another. Sets (for example, sets of trans-
actions) that are described herein as discrete from one
another do not overlap or are mutually exclusive with
respect to the items 1n the sets.

[0061] In one embodiment, the machine learning model
(also referred to as a bias detection model) used for detecting
bias or unfairness in an ML tool 1s a multivariate state
estimation technique model. Thus, in one embodiment, the
bias detection model 1s a multivariate state estimation tech-
nique model.

[0062] In one embodiment, a fairness assessment method
turther 1dentifies a trend regarding detection of bias in the
ML tool. The trend may be included 1n the electronic alert.
In one embodiment, the trend 1s a trend toward detection of
bias. In one embodiment, the trend 1s a trend away from
detection of bias. In one embodiment, the trend 1s measured
from a prior version of the ML tool to the version of the ML
tool that 1s currently under test for bias. The results of tests
to detect bias or confirm absence of bias may be recorded or
stored (for example, as a data structure). The results may
then be referred back to in subsequent analyses. The record
of results for a fairness assessment or test of the ML tool
may 1ndicate a detection of bias (unfairness) for the con-
figuration (or trained state) as tested for the ML tool (alter-
native hypothesis H, 1s satisfied), Or, the record of results
may 1ndicate a confirmation of the absence of bias (fairness)
for the configuration as tested for the ML tool (null hypoth-
esis H, 1s satisfied). Or, the record of results may indicate a
that the configuration of the ML tool as tested 1s neither
clearly biased nor unbiased (neither H,, nor H, are satisfied).
The underlying detection index used to determine whether
bias 1s present or not present may also be included in the
record of results. In one embodiment, the trend analysis 1s
based on a change 1n the detection index between one or
more previous tests of the ML tool and a current test of the
ML tool. For example, increasing values for the detection
index indicate a trend towards increased unfairness or bias,
while decreasing values for the detection index indicate a
trend towards decreased bias. An indication of increasing or
decreasing bias may thus be determined and included in the
alert. The extent of the change 1n the detection index—such
as a percentage increase or decrease from the prior value to
the current value of the detection index—may be calculated
and included 1n the alert.

[0063] In one embodiment, the ML bias detection model
(used to produce estimates of outcomes that would be
produced by the ML tool) 1s a non-linear, non-parametric
(NLNP) regression model. In one embodiment, the ML bias

detection model 1s a multivariate state estimation technique
(MSET) model. Additional detail on types of

[0064] In one embodiment, before generating outcomes
for transactions with the machine learning tool (e.g., before
assigning outcomes for test transactions with an ML tool that
1s being checked for bias), a fairness assessment method
(such as methods 200, 240, 260, or 300) detects a change to
the machine learning tool. In this way, the initiation of the
method 1s controlled based on whether the machine learning
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tool has been updated. For example, the fairness assessment
method may detect that the machine learning tool has
undergone a traimng/retraining operation, and in response,
launch or start the process to determine whether the retrain-
ing has introduced bias to the ML tool, or confirm that the
retrained ML 1s free of bias. Thus, 1n one embodiment, a
fairness assessment method 1s performed in response to
detecting the change to the ML tool. The detection of a
change such as retraining to the ML tool thus automatically

triggers a check on whether the retraining has introduced
bias into the ML tool.

—Identifying Root Cause of Unfairness—

[0065] In one embodiment, a fairness assessment system
performs early detection and rigorous root cause analyses
(RCAs) to identily unfairness, inequity, or bias in output of
an ML tool such as a causal or Bayesian network. Such early
detection and RCAs have, absent the fairness assessment
systems and methods described herein, been very ditlicult to
achieve with other techniques. The fairness assessment
system leverages information known as categorical vari-
ables (CatVars) that are present in the metadata in the same
database as the time series signals to identily the exact
individual categorical variable (CatVar) or combination of
CatVars that are responsible for any skew in output time
series distributions that may be deemed unfair or inequi-
table. Where an exact CatVar or combination of CatVars are
not definitely i1dentifiable as a cause for a lack of fairness
(e.g., when the cause may be outside the system entirely,
called exogenous 1nfluences), the fairness assessment sys-
tem still narrows down the possibilities to various causes of
unfairness. The CatVars may also be referred to herein as
“metadata features”.

10066]

[0067] the observer effect, in which an ML tool alters or
interferes with data being processed;

[0068] 1nadequate variable coverage, in other words,
there are too few metrics measured by an ML tool;

[0069] correlations (e.g., when there are CatVars that
might be directly or indirectly associated with unfair-
ness, such as proclaimed or inferred ethnicity, gender,
pronouns, pregnancy status, state, street address, zip
code, first or last names, veteran status, proclaimed or
inferred age, or proclaimed or inferred political party);
and

[0070] sensitive attribute dependencies (e.g., where
there may be no correlation with independent CatVar
attributes, but there may be a dependency discovered
for a combination of 2 or more sensitive attributes).

[0071] In one embodiment, whether the unfairness 1s
correlated with outcomes for a single demographic class
(categorical variable) 1s considered. This 1s indicated where
the subset used for training the bias detection model 1s
defined by a uniform or same value for one categorical
variable. If so, then the fairness assessment method may
report that the transactions associated with the single demo-
graphic class used to train the ML tool has caused bias 1n the
ML tool. For example, 1 unfairness 1s detected when the
bias detection method is trained using outcomes for African-
Americans, and unfairness 1s detected using outcomes for
Asian-Americans and Native Americans, the transactions for
Alrican-Americans used to train the ML tool are likely the
source of the bias.

Causes of unfairness 1nclude, for example:
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[0072] If a single demographic class of transactions used
to train the ML tool 1s not the root cause of the bias, then the
fairness assessment method considers whether there are
dependencies between categorical variables. For example,
the fairness assessment method determines whether the
combination of two (or more) categorical variables to define
a demographic (such as the combination of “male” and
“veteran”) shows bias that 1s not present in these demo-
graphic classes individually. This may be determined by
comparing the results of the fairness assessment on the
individual classes with the results of the fairness assessment
on the combined classes. If the combined classes show bias
while the individual classes do not, then the fairness assess-
ment method may report that the demographic classes
interfere with each other or are dependent on each other.

[0073] In one embodiment, once the root cause of the
unfairness has been determined, the ML tool under evalua-
tion 1s automatically adjusted with respect to the root cause
to mitigate the unfairness. In other words, where bias 1s
detected 1n the ML tool, automatically adjust the ML tool
under evaluation with respect to the root cause to reduce the
bias. In one embodiment, before the automatic adjustment,
the fairness assessment method detects that the unfairness or
bias was introduced to the ML tool by a training operation
applied to the ML tool. For example, where an ML tool has
transitioned into a biased state regarding a demographic
class following training, the fairness system may initiate an
automatic reversion of the ML tool to a previous version that
was certified fair with respect to the demographic class (or,
at least, to a previous state not known to be biased with
respect to the demographic class). In another example, the
fairness assessment system may retrieve a training set that
caused the ML tool to be configured in the biased state,
remove from the training set the training features (or other
training parameters for the ML tool) associated with the
demographic class where bias was introduced 1nto the ML
tool, and retrain the ML tool with the remaining training
features that were not associated with the affected demo-
graphic class. The retrained ML tool may then be reassessed
to confirm the absence of bias. In yet another example,
subsets of one or more of the training features belonging to
the affected demographic class may be removed from the
training set, the ML tool retrained with the remaining
training features, and the retrained ML tool assessed for
fairness again to determine whether the bias 1s resolved.

—Demonstrating Counterfactual Fairness with Fault Detec-
tion—

[0074] In one embodiment, the fairness assessment sys-
tems and methods described herein provide the first machine
learning system able to answer “what 1I”” queries as required
by counterfactual fairness. Counterfactual fairness i1s a
method of demonstrating fairness that ensures outcomes are
the same for a factual situation for an individual and a
counterfactual situation where the individual has different
CatVars (that 1s, belongs to a different demographic classi-
fication) than 1n the factual situation. In one embodiment,
the aspect of counterfactual fairness 1s integrated into the
overall data flow of the fairness assessment systems and
methods described herein. In one embodiment, ML tools
(such as causal networks or causal graphs, also called
“Bayesian networks™ for some time series use cases) being
evaluated for fairness may be incorporated into a data tlow
that tests the ML tool 1in counterfactual scenarios. The ML
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tool (such as a causal graph/network) can be tested experi-
mentally and invalidated 1f the ML tool does not conform to
the data.

[0075] In one embodiment of the fairness assessment
systems and methods described herein, the ML tools (such
as causal graphs/networks) are not evaluated by criteria
falling 1nside or outside a decision boundary. Instead, 1n one
embodiment, an innovative binary hypothesis sequential
probability ratio test (SPRT) 1s incorporated 1n a quantitative
decision evaluation of fairness (or unfairness). Counterfac-
tual fairness or unfairness are demonstrable by application
ol a binary-hypothesis fault detection test such as SPRT to
residuals between expected outcomes for a demographic
class and outcomes assigned by the ML tool under test. In
one embodiment, applying SPRT for determining fairness
brings a mathematically provable advantage of ultra-low
Type-I (1alse alarm probability (FAP)) false positive fairness
decision and Type-II (missed alarm probability (MAP)) false
negative fairness decision misidentification probabilities.

[0076] Additionally, incorporating SPRTs into fairness
decisions framework allows outcomes or results of ML tools
to be determined to be fair, or not fair due to an identifiable
cause with a sufficient degree of confidence to make the
determination meaningful. With every iteration, SPRT will
make a decision implicating one of three conclusions. First,
(1) Null Hypothesis H, which means no bias occurs 1in the
outcomes of the ML tool, with a pre-specified quantitative
confidence factor. In other words, the Null Hypothesis H 1s
that no detectable bias 1s present. Second, (2) Alternative (or
bias) Hypothesis H, which means that bias 1s detected in the
outcomes of the ML tool and attributable to one or more
identified CatVars, also with a pre-specified quantitative
confidence factor. In other words, the Alternative Hypothesis
H, 1s that bias 1s clearly present. Finally, (3) Neither Null
Hypothesis H, nor Alternative Hypothesis H, 1s implicated,
which means that there 1s insuflicient data (e.g., 1n a database
of transactions and ML tool outcomes) to conclude (1) or (2)
with suflicient confidence to meet the pre-specified quanti-
tative confidence factor. The pre-specified confidence factor
(s) may be provided or set 1n advance of executing the binary
hypothesis test in order to specily a degree of certainty for
making determinations of the presence or the absence of
bias. In one embodiment, as the database of transactions and
outcomes of the ML tool continues to grow and new data
becomes available, the binary hypothesis SPRT will con-
tinuously be re-applied with every new incoming row of
observations.

[0077] In one embodiment, the fairness assessment sys-
tems and methods described herein synergistically combine
three kinds of techniques for ensuring fairness in ML models
(or other ML tools): (a) the observations used for evolving
the ML model can be preprocessed to ensure fairness
certification 1n particular and requirements compliance 1n
general; (b) the evolution of the ML model can also be
modified to ensure continuous fairness requirement compli-
ance as the database of transactions and outcomes grows
with new incoming rows ol observations 1n the future; and
(¢) the runnming of the ML model/algorithm can be continu-
ously monitored to ensure compliance with requirements,
enabling automated adjustment (post-processing) as well as
enabling need for the ML model to evolve to be signaled.

[0078] In one embodiment, the latter feature (c) of con-
tinuous monitoring places the fairness assessment systems
and methods described herein in compliance with an algo-
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rithmic discrimination protection best practice or principle
of ongoing monitoring and mitigation. In particular, ongoing
monitoring and mitigation best practice indicates that ML
tools should be regularly monitored to assess algorithmic
discrimination that might arise from unforeseen interactions
of the system with inequities not accounted for during the
pre-deployment testing, changes to the system after deploy-
ment, or changes to the context of use or associated data.
[0079] In one embodiment, for the intermediate unfolding
of the database of data (transactions and ML tool outcomes)
the fairness assessment systems and methods described
herein tests not only for individual CatVars but also for
permutations of CatVars in multiple (or all) possible com-
binations. It can be very valuable and computationally
inexpensive to generate an expanded table schema that lists
all subdivisions of the population for all individual and
permuted CatVars. This can be helptful because 1t 1s possible
that combinations of 2 or more CatVars might obscure an
intrinsic unfairness in the outcome if processed with naive
statistical tests evaluating CatVars one-at-a-time. In this
manner CatVar regressions can now very easily be applied
to a pre-processed master database (of transactions and ML
tool outcomes) generated during processing with the inven-
tive nested-loop framework taught herein.

[0080] Moreover, it 1s possible that for large populations
of subjects, there could be a high degree of churn. Churn
indicates earlier subjects being deleted from the population
as newer subjects are entering the population. For example,
a high degree of population churn would remove a relatively
large number of earlier subjects to a population (dataset)
while adding a large number of newer subjects. Churn may
cause fairness assessment models trained on earlier versions
ol a population to become obsolete. In one embodiment, for
fairness assessments with a high degree of population churn,
it may not be appropriate to continue fairness assessments
based on new data coming in, 1f 1n fact the parameters
learned previously (e.g., weeks, months, or years ago) from
a (substantially) different population makeup are still being
employed. For this scenario, it may be automatically
detected that earlier training data 1s becoming obsolete due
to some dynamic evolution of the population and system
operators notified that it 1s time to re-train because the
carliest entrants in the population are disappearing or oth-
erwise no longer relevant. Additional detail on automatic
detection and notification that a trained model 1s becoming
obsolete due to evolution of a dataset 1s provided in U.S.
patent application Ser. No. 17/368,840, filed Jul. 7, 2021 and
entitled “Automatically Adapting a Prognostic-Surveillance
System to Account for Age-Related Changes 1n Monitored
Assets”.

[0081] In one embodiment, the fairness assessment sys-
tems and methods described herein can detect and quantify
trends towards fairness or unfairness. Thus, even where
there 1s not enough data yet to make the binary-hypothesis
“Fairness” (null hypothesis H,) vs. “Unfairness” (bias
hypothesis H, ) determination at the pre-specified confidence
factors, the fairness assessment system can report that prog-

ress 1s being made toward achieving compliance (but that
additional data 1s needed).

—Examples of Unfairness Detectable by Fairness
Assessment—
[0082] A selection of examples of algorithmic inequity,

bias, unfairness, financial abuse, and discrimination that
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could have been detected at the onset of unfairness by one
embodiment of the fairness assessment systems and methods
described herein 1s provided below. These examples are
where conventional non-time-series classification tools and
time-series outlier Detection tools (both univariate and mul-
tivariate) would fail, but which the fairness assessment
systems and methods described herein will catch the onset of
discrimination bias. For example, the detection by the fair-
ness assessment systems and methods described herein may

occur efliciently, with early detection, and ultra-low FAPs/
MARPs.

[0083] While 1n examples (a), (b), and (c¢) the bias or
unfairness seems evident, in one embodiment, the fairness
assessment systems and methods described herein would
catch the bias at 1ts onset. For example, 11 the examples (a)
(b) (c¢) started out with zero bias and then very gradually
dialed 1n a bias, 1n one embodiment the fairness assessment
system would detect the bias practically as soon as 1t was
present 1n the transaction data. Thus, in one embodiment, the
fairness assessment system would detect the following bias
situations at their onset:

[0084] a) It was reported 1n news outlets that 1t was
discovered that a manufacturer of disposable razors
were made with identical manufacturing assets, pro-
cesses, and 1n the same factories, but some were
colored blue and some pink. Customers of the pink
ones were charged 50% more than customers of the
blue ones.

[0085] b) It was widely observed that the dry cleaning
industry would use exactly the same processes to clean
all shirts with buttons and collars. However, women
having their “blouses” cleaned were charged twice as
much as men having their “shirts” cleaned.

[0086] c¢) In early days of ECommerce, 1t was discov-
ered that some large retailers would analyze browser
cookies to tell if the customer was using one type or
another of computing device. The user of a premium
computing device would be charged 10% more for
exactly the same items (with the reasoning that the
users of the premium computer might have a few more
dollars to spend).

[0087] d) It was discovered thru retrospective analyses
of 3 years of rental statistics of a major broker of rental
accommodations that the rate of acceptances/rejections
for rentals was definitely correlated to FirstName-
LastName tuples, leading to large class action lawsuits
and huge sanctions. Now, requests to rent properties
through the broker’s services exclude first/last names,
so property owners worldwide do not get to see the
first/last names for requests to rent their properties.

[0088] e) It was discovered by a large retrospective
analysis of hospital admissions for various dangerous
conditions, and hospital deaths for multiple conditions,
there was a distinct difference in the statistics for
networks of public hospitals and the statistics for the
government-administered hospitals for veterans. An
audit of the government-administered hospital network
uncovered a criminal practice of keeping “double
books™ for veterans presenting with symptoms of dan-
gerous conditions. In actuality the actual admissions
were delayed by weeks or months due to bureaucracy
and mismanagement, but the fraudulent books would
show all such patients being admitted promptly. The
latter books were the ones presented regularly to gov-
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ernment oversight agencies to hide the fraud, suflering,
and deaths by those who served the country.

[0089] 1) Large Ponzi schemes, including multi-billion-
dollar cryptocurrency crashes where intelligent bad
actors were very subtly incrementally altering the “col-
lateral pool transactions” needed for cryptocurrency
exchanges.

[0090] ¢g) Equities and commodity “pump and dump”
schemes resulting in billions of dollars of losses.

[0091] The above examples (d)-(g) had high-visibility but
until billions of dollars disappeared, the biases or unfairness
in these examples escaped detection by regulatory audits and
customer (victim) due diligence. In retrospect, forensic
analyses of relevant econometric time series patterns
revealed subtle signatures in the chaotic populations of
transactions that could have been detected and flagged early
on by one embodiment of the fairness assessment systems
and methods described herein. In examples where the behav-
1or started out for weeks or years with zero bias of any kind,
and then the nefarious patterns started, 1t would take a very
long time to be discovered by conventional classification
(non-time-series) such as population distribution statistical
classification; or by outlier detection (time series) tools
(such as threshold-based outlier detection). Partial evidence
of this assertion 1s the tens of billions of dollars lost 1n
well-publicized cases like examples (d)-(g).

[0092] It 1s important to note that the fairness assessment
systems and methods described herein do not make ethical
judgements about bias uncovered by a fairness assessment.
A strict interpretation of “unfairness” would suggest that
examples like (a), (b), and (¢) are ‘“unfair.” Conversely,
another interpretation might just say those the responsible
companies 1n examples (a), (b), and (c¢) are just inferring
Adam Smith’s “Invisible Hand” set-points on pricing, which
might just be different for some ditferent values of some
CatVars. Consequently, for detecting the very subtle onset of
disparities 1n ML tool outcomes that might gradually grow
into populations of results for which there was heretofore
zero bias with respect to any CatVars, the fairness assess-
ment systems and methods described herein will, 1n one
embodiment, detect the subtle trends with quantitative sta-
tistical power (as discussed below). Organizations that want
to detect, tlag, and eliminate any type of bias or “algorithmic
discrimination” that could subsequently be judged to be
“unfair” would benefit greatly from the statistical precision
of the fairness assessment systems and methods described
herein. Again, the fairness assessment systems and methods
described herein provide a superior analysis approach and
framework for flagging and a means to perform a root cause
analysis to highlight bias 1n CatVar subpopulation timeseries
at the earliest time, while meeting pre-designated statistical
power criteria. Any judgement as to whether to actually take
action to reduce, eliminate, or otherwise modify an extent of
detected bias of an ML tool 1s deferred to organizational and
societal leadership, depending on whether the flagged bias 1s
just “good economics”, or some type of unjustifiable unfair-
ness to or discrimination against a subpopulation. The
disparity of outcome 1s thus revealed, enabling appropriate
action to be taken, 1f desirable.

[0093] In one embodiment, the fairness assessment sys-
tems and methods described herein model the econometric
or other socially relevant variables (including one or more
CatVars) with a Multivariate State Estimation Technique
(MSET) model (or other non-linear, non-parametric (NLNP)
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regression model). In one embodiment, modeling the econo-
metric or other socially relevant time series data with an
MSET or other NLNP model 1s advantageous because
MSET 1s a determinmistic mathematical algorithm and there-
fore reversible. In one embodiment, reversibility enables
conducting rigorous traceback root cause analysis (RCA).
Other ML algorithms that are based on Neural Networks
(NNs) or Support Vector Machines (SVMs) cannot be used
for traceback RCA because NNs and SVMs rely on stochas-
tic optimization of weights, which 1s not reversible. Trace-
back RCA 1s desirable when inherent unfairness 1s detected
in a ML tool so that an operator of the ML tool, an auditing
agency, or regulatory body may identily the exact CatVar or
combination of CatVars are responsible for the detected
unfairness, and so that a timeline may be determined for
when unfairness was introduced (f 1t was not always
present).

—FExample Framework for Fairness Assessment—

[0094] FIG. 3 illustrates one embodiment of a fairness
assessment method 300 (or framework) associated with
fairness assessment for continuous decision evaluations of
time series machine learning outcomes. In one embodiment,
fairness assessment method 300 operates to determine
whether an ML tool that 1s under test or evaluation (such as
ML tool 125) 1s or 1s not unfair or biased.

[0095] In one embodiment, fairness assessment method
300 mitiates at START block 305 in response to an fairness
assessment system (such as fairness assessment system 100)
determining one or more of (1) that a fairness assessment
system has been instructed to evaluate the fairness of a
particular ML tool; (1) that an instruction to perform fairness
assessment method 300 on an ML tool with a set of time
series readings has been received (111) a user or administrator
of an fairness assessment system has initiated fairness
assessment method 300; (1v) 1t 1s currently a time at which
fairness assessment method 300 1s scheduled to be run; or
(v) that fairness assessment method 300 should commence
in response to occurrence of some other condition. In one
embodiment, a computer system configured by computer-
executable 1nstructions to execute functions of fairness
assessment system 100 executes fairness assessment method
300. Following 1mitiation at start block 305, fairness assess-
ment method 300 continues to process block 310.

[0096] At process block 310, fairness assessment method
300 initializes with a data set X, . The dataset X~ has a
number of observations m. In one embodiment, the obser-
vations make up a set of transactions (for example, a time
series of transactions, such as set of transactions 145). At
least a portion of the set of transactions are to be performed
by an ML tool that 1s under test or evaluation for fairness.
The data set X, has a number of signals n. The signals
indicate mput variables that describe transactions in the set
of transactions. The ML tool under test generates an out-
come value from an observation of the n signals. The data set
X,y Nas a number of metadata teatures p. In one embodi-
ment, the set of metadata features 1s or includes the cat-
egorical variables (CatVars) for the dataset X . There may
be separate values given to a categorical variable on an
observation-by-observation, for example, each observation
may have a value for a categorical vaniable that 1s apart from
values given for one or more other observations.

[0097] Process block 315 and decision block 320 provide

an 1ndex and base condition for an outer loop for configuring
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an ML tool with various combinations of two metadata
features (CatVars). At process block 315, fairness assess-
ment method 300 mitializes an outer loop 1ndex 1 for a first
of the two metadata features to a value of 1. At decision
block 320, fairness assessment method 300 determines
whether the value of outer loop index 1 for metadata features
remains below the overall number of metadata features p.
Where the value of outer loop index 1 for metadata features
remains below the overall number of metadata features p
(320:True), fairness assessment method 300 proceeds to
process block 325. Where the value of outer loop counter 1
for metadata features does not remain below the overall
number of metadata features p (320:False), fairness assess-
ment method 300 proceeds to END block 330, where

fairness assessment method 300 concludes.

[0098] Process block 325 and decision block 335 provide
an index and base condition for an inner loop for configuring
the ML tool with the various combinations of two metadata
features (CatVars). At process block 325, fairness assess-
ment method 300 imtializes an inner loop i1ndex 7 for a
second of the two metadata features to a value of 1. At
decision block 335, fairness assessment method 300 deter-
mines whether the value of inner loop 1index j for metadata
features remains below the overall number of metadata
features p. Where the value of iner loop index j for
metadata features remains below the overall number of
metadata features p (335:True), fairness assessment method
300 proceeds to process block 340. Where the value of inner
loop 1ndex j for metadata features does not remain below the
overall number of metadata features p (335:False), fairness
assessment method 300 proceeds to process block 345. At
process block 345, fairness assessment method 300 incre-
ments outer loop 1ndex 1.

[0099] At process block 340, fairness assessment method
300 selects data to include or utilize a subset p'having two
(or one where 1ndexes 1 and j are equal) of the metadata
features (CatVars). From a subset p', for example, fairness
assessment method 300 may create test sets of outcomes
from an ML tool under test (such as ML tool 125) that are
specific to a particular demographic group that makes up the
subset p'. The two metadata features are selected from the set
of metadata features based on the outer loop index 1 and
inner loop index j, choosing to include the 1”* and j” of the
p metadata features (more formally, i:jE{1, 2, 3, .. ., p}).
Where and 1 and j are equal, only one metadata feature 1s
included in the selected data. In one embodiment, the
selected data includes the input variables that describe a
transaction and the chosen metadata features 1n vectors for
a transaction, and excludes the non-chosen metadata fea-
tures from the vectors. Thus, 1n one embodiment, fairness
assessment method 300 subdivides the available data set
X,.np Of transactions into sets for different combinations of
categorical variables. The available data set X, of trans-
actions 1s thus broken down into a variety of demographic
subsets (that are described by the combinations of categori-

cal variables).

[0100] In one embodiment, the two-loop structure allows
evaluation of an ML tool for unfairness with respect to one
CatVar/metadata feature, or unfairness with respect to a
combination of up to two CatVars/metadata features. In one
embodiment, additional loops and indexes may be added to
extend to combinations of additional CatVars/metadata fea-
tures. Or, 1n one embodiment, the list of CatVars/metadata
features may be extended to include combinations of the
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CatVars/metadata features. For example, the list of CatVars/
metadata features may be Sex, Race, Age, Religion,
Sex&Race, Sex&Age, Sex& Religion, Race&Age,
Race&Religion, . . . , thereby allowing for further combi-
nation between subsets of CatVars/metadata features. In this
way, the fairness assessment method may create demo-
graphic subsets with varying degrees of specificity.

[0101] At process block 350, fairness assessment method
300 builds or configures the ML tool X . to process the
selected data. The ML tool X, .1s an ML tool that 1s under
evaluation for fairness (such as ML tool 125). In one
embodiment, the ML tool X 1s a Bayesian model. In one
embodiment, ML tool X . 1s configured to exclude the
non-chosen metadata features from its operation. In one
embodiment, ML tool X, .1s configured to operate without
using the non-chosen metadata features. And, at process
block 3350, fairness assessment method 300 generates and
configures output for the predictions (outcomes) produced
for the selected data using the ML tool X, . These pre-
dictions or outcomes are then stored for subsequent assess-

ment for fairness or bias.

[0102] At process block 355, fairness assessment method
300 initializes monitoring the X" np Metadata features. For
example, the ML tool 1s executed on mput variables n (for
transactions that are 1n the demographic subset p) to produce
outcome estimates or predictions for transactions that are 1n
the demographic subset p'. N 1s the number of unique
variables (discrete CatVars or combinations of CatVars)
handled by ML tool X, .. In other words, N 1s the number
of discrete configurations of values for the CatVars. For
example, where the CatVars (or metadata features) are sex
and veteran status, N=4 combinations: (Female, Non-vet-
eran); (Female, Veteran); (Male, Non-Veteran); and (Male,

Veteran).

[0103] Process block 357 and decision block 360 provide
an index and base condition for an assessment loop for
determining whether the outcomes of the ML tool are unfair
or biased between differing values for the CatVars (metadata
features) with which the ML tool 1s configured. In the
assessment loop, outcomes from the ML tool for one set of
transactions having one combination of values for the Cat-
Vars 1s compared with outcomes from the ML tool for
another set of transactions having another combination of
values for the CatVars until a bias (unfairness) 1s found, or
sets of transactions have been compared for all N unique
configurations of values for the CatVars. For example,
outcomes for Female Non-veterans may be compared with
outcomes for Female Veterans, outcomes for Female Veter-
ans may be compared with Male Non-veterans, and so on, to
determine whether bias 1s present.

[0104] At process block 357, fairness assessment method
300 1nitializes an assessment loop index k for the configu-
rations of CatVar variables to a value of 1. At decision block
360, fairness assessment method 300 determines whether
the value of assessment loop index k for metadata features
remains below the number of discrete configurations of
values for the CatVars N. Where the value of assessment
loop 1index k for metadata features remains below the
number of discrete configurations of values for the CatVars
N (360:True), fairness assessment method 300 proceeds to
process block 365. Where the value of assessment loop
index k for metadata features does not remain below the
number of discrete configurations of values for the CatVars
N (360:False), fairness assessment method 300 proceeds to
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process block 370. At process block 370, fairness assess-
ment method 300 increments inner loop index .

[0105] At process block 365, fairness assessment method
300 builds an NLNP ML anomaly detection model, such as
an MSET model. The ML anomaly detection model 1s built
using the predictions or outcomes from the ML tool X, .
for a set of transactions X, . having the k™ combination of
values for the CatVars. In one embodiment, to build the ML
anomaly detection model, an ML anomaly detection model
1s trained to predict what input variables and outcomes are
expected to be, for example as discussed under the heading
“Overview of Multivaniate ML Anomaly Detection™ below.
In one embodiment, the ML anomaly detection model 1s
trained using the input variable values and the outcome
values for the set of transactions kanp, having the k™
combination of values for the CatVars. In one example, the
ML anomaly detection model 1s trained with the set of
transactions for Female Non-veterans, and not with the
transactions for Female Veterans, Male Non-veterans, or
Male Veterans.

[0106] At process block 375, fairness assessment method
300 monitors the predictions (outcomes) for a set of trans-
actions X"“mnp, having the k+1™ combination of values for
the CatVars with the ML anomaly detection model (e.g.,
MSET model) that was trained with the input values and
predictions (outcomes) for the set of transactions X"mp,
having the k™ combination of values for the CatVars. In one
embodiment, the ML anomaly detection model produces
estimates of what the predictions or outcomes of the ML tool
X,.np 18 €Xpected to be for the transactions in Xk“mp, based
on the 1nput values for the transactions in X”‘“mnp.. For
example, the ML anomaly detection model estimates what
the outcomes of transactions for Female Veterans are using
a model trained to estimate outcomes of transactions for
Female Non-Veterans. If the ML tool 1s fair (no bias),
distributions of the actual outcomes and estimated outcomes
should not substantially differ. If the ML tool 1s unfair (has
bias), distributions of the actual outcomes and estimated

outcomes will differ.

[0107] —Example Framework for Fairness Assessment—
Binary Hypothesis Fault Detection—

[0108] At process block 380, fairness assessment method
300 compares the distributions of (1) the estimated out-
comes generated by the ML anomaly detection model (or
bias detection tool) for predictions by the ML tool X, - and
(2) the actual outcomes (or predictions) assigned by the ML
tool X,,,,,,~ In one embodiment, where the ML tool X, . 18
fair (unbiased), the distributions of the estimated and actual
outcomes should be similar despite differing configurations
k and k+1. For example, in one embodiment, where a
combined distribution of the estimated and actual outcomes
1s unimodal, the ML tool X,,,,, .. 1s non-biased or fair. In one
embodiment, the ML tool X, . 1s fair where the combined
distribution of the estimated and actual outcomes 1s approxi-
mately Gaussian (for example, with a kurtosis between 2 and
4). In one embodiment, the ML tool X, . 1s fair where
skewness 1s approximately O for the combined distribution

of the estimated and actual outcomes.

[0109] In one embodiment, the comparison of the distri-
butions of estimates 1s performed by a binary hypothesis
SPRT analysis of the distributions. In one embodiment, as
discussed above at process blocks 355-380, time series
sequences of outcomes (e.g., price charged, loan application
approval rate, job offers extended (after normalization for
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multivariate factors using MSET)) for transactions are split,
divided or separated based on metadata factors (CatVars).
SPRT 1s used as a binary-hypothesis decision tool to evalu-
ate whether there 1s a difference between time series
sequences of outcomes that are split based on metadata
factors (alternative or bias hypothesis H,) or there 1s no
statistical difference in outcome sequences when split based
on metadata factors (null or non-bias hypothesis Hy).

[0110] As used herein, the term “statistically equivalent™
in reference to two sets of outcomes i1ndicates that the two
sets of outcomes are substantially unimodal 1n a combined
distribution, and are therefore not statistically different.
Statistical equivalence or non-equivalence of actual out-
comes assigned by an ML tool and estimated outcomes
assigned by a bias detection model may be established by
performance of the binary hypothesis fault detection test as
discussed below. Thus, the null hypothesis H, may also be
considered a statement that outcomes generated by an ML
tool for a first demographic category and outcomes gener-
ated by the ML tool for a second demographic category are
statistically equivalent. The alternative hypothesis H, may
also be considered a statement that outcomes generated by
an ML tool for a first demographic category and outcomes
generated by the ML tool for a second demographic category
are not statistically equivalent.

[0111] FIG. 4 illustrates two plots of time series of out-
comes, a first plot 400 for outcome sequence #1 and a second
plot 450 for outcome sequence #2. Outcomes 405 are plotted
against a time axis 410 and an outcome value y, axis 415.
Similarly, outcomes 455 are plotted against a time axis 460
and an outcome value y, axis 465. For example, outcomes
405 may represent actual outcome values generated by ML
tool Xmpp for a time series of transactions Xk“mp. that
have the combination of CatVar values k+1. And, outcomes
455 may represent estimated outcome values generated by
an ML anomaly detection model trained with a time series
of transactions kanp. (that have the combination of CatVar
values k) and corresponding outcomes produced by ML tool
X,np- A discrete difference function Y, provides a distribu-
tion of the differences between the actual outcomes of ML
tool X,,,,.,- made for transactions with CatVar values k+1 and
the estimated outcomes made as 1f the ML tool X, . was
operating on transactions with CatVar values k. The discrete

difference function 1s given in Eq. 1 below:

Yy = y1(ty) = y2(ty) Eq. 1

where g 1s a time index for the time series. Where there 1s
no bias between the subdivisions of the time series by
CatVar values (under the null hypothesis Hgy), Y, will be
distributed about a mean of 0. Where there 1s bias between
the subdivisions of the time series by CatVar values (under
the alternative or bias hypothesis H, ), the distribution of Y |
will not be about a mean of 0.

[0112] In one embodiment, blocks 380 and 385 are imple-
mented with a binary hypothesis fault detection test (such as
a binary hypothesis SPRT test) to distinguish between the
null hypothesis H, (indicating fairness or no bias with
reference to a CatVar) and the alternative or bias hypothesis
H, (indicating unfairness or bias with reference to a CatVar).
The binary hypothesis SPRT provides a quantitative frame-
work that enables decision between two hypotheses at a
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given statistical power or confidence level. The null hypoth-
esis H, 1s that in the dlstrlbutlon Y, Y_ 1s gaussian with
mean 0 and variance 6¢~. Null hypothes1s H, 1indicates lack
of bias 1n the ML tool with respect to dlfferlng values of a
CatVar. The alternative (bias) hypothesis H, 1s that in the
distribution Y _, Y 18 gauss1an with mean M other than 0
(M=+0) and varlance 6°. Alternative hypothesis H, indicates
the presence of bias 1n the ML tool with respect to differing
values of a CatVar.

[0113] In one embodiment, the procedure for determining
between the null (H,) and alternative (H,) hypotheses 1s to
compute a value of SPRT for each new transaction (for
example 1n order of time i1ndex ) until an acceptance
threshold for one of the two hypotheses 1s satisfied. The
formula for SPRT for a sequence of n observations 1s given
in Eq. 2, below:

<
[T
c
b

SPRT = — ) ¥,

Q
-9

where M 1s the mean of the alternative (1.e., faulted) distri-
bution (assumes the mean of the null un-faulted distribution
has been pre-normalized to zero), 6~ is the value of the
variance of the residuals during training, and Y is the value
of the residual at the current timestamp. The output SPRT 1s
a log-likelihood ratio, which may also be referred to as a
“SPRT index”, as discussed below. The SPRT i1ndex 1s one
example of an 1index for quantifying differences or dissimi-
larity between two sets of values 1n the context of fault or
anomaly detection (such indexes may be referred to gener-
ally herein as “detection indexes”). Thus, 1n one embodi-
ment, dissimilarity 1s expressed based on the residuals or
differences between actual outcomes assigned by an ML tool
under test and estimates for the outcomes that are generated
by a bias detection model.

[0114] The log-likelihood ratio compares the likelihoods
of the two competing hypotheses H, and H, by taking the
logarithm of the ratio of the likelihoods of the absence of
bias and the presence of bias The log-likelihood ratio SPRT
can also be expressed mathematically as SPRT=In(L./L)
=In(LL,)—In(L), where L, represents the likelihood of null
hypothesis H, (the absence of bias) and L, represents the
likelihood of alternative hypothesis H; (the presence of
bias). Thus, in one embodiment, a positive SPRT indicates
that H,—the absence of bias—is more likely, and a negative
SPRT indicates that H,—the presence of bias—is more
likely.

[0115] Acceptance thresholds are applied to ensure deter-
mination of the presence or absence of bias to a pre-
determined level of confidence. The acceptance threshold
for the null (no bias) hypothesis H, 1s SPRT less than or
equal to a constant B (SPRT< B). The acceptance threshold
for the alternative (bias) hypothesis H; 1s SPRT greater than
or equal to a constant A (SPRT= A). Where SPRT i1s between
B and A, no conclusion 1s reached, and additional transac-
tions are needed to determine whether there 1s bias. The
acceptance thresholds are related to error (misidentification)
probabilities by the following expressions:

Azln[ B ) Eq. 3

l -«
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-continued

s-f-(2)

In Egs. 3 and 4, o 1s the probability of deciding H, when H,
is true, and B is the probability of deciding H, when H,, is
true. Put another way, if SPRT<B, the values in Y come from
a distribution where the mean 1s not equal to the test
distribution (that 1s, a biased distribution), with probability
(1-o). One can therefore conclude, with confidence factor
(1—o), that one variable 1s out of tolerance, indicating bias
with respect to that variable. If SPRT<A, then the values 1n
Y come from a distribution where the mean 1s equal to the
mean of the test distribution (that 1s, an unbiased distribu-
tion), with probability (1—[3). One can therefore conclude,
with confidence factor (1—[3), that the variable is not out of
tolerance, indicating no bias with respect to that variable.

[0116] In one embodiment, statistical power of the test for
whether a ML tool 1s fair 1s configurable by users or
administrators of the fairness assessment systems and meth-
ods described herein. B, the probability of deciding H, when
H, 1s true, 1s also known as the probabaility of a Type II error
or “false negative”. 1—[3 is the probability of a “true posi-
tive”, 1in other words, the probability of correctly rejecting
the null hypothesis H, in favor of the alternative hypothesis
H,. 1- is also known as the power of the test. o, the
probability of deciding H, when H;, 1s true, 1s also known as
the probability of a Type I error or “false positive”. 1—-o 1s
the probability of a “true negative”, 1n other words, correctly
not rejecting the null hypothesis. Adjusting the parameters o
and B controls the acceptance thresholds for the null (no
bias) hypothesis H, and alternative (bias) hypothesis H;.
Thus, a user or administrator may control how strongly
outcomes must 1indicate bias (or lack of bias) in an ML tool
before deciding that the ML tool incorporates bias.

[0117] At process block 385, fairness assessment method
300 determines whether the distributions are fair (unbiased)
or unfair (biased) between the actual outcomes and esti-
mated outcomes. For example, the determination may be
made by determining whether or not the combined distri-
butions are unimodal, as discussed above. Or for example,
the determination may be made based on the results of the
binary hypothesis SPRT analysis discussed above.

[0118] Where the combined distribution of the estimates
by ML anomaly detection model for predictions (outcomes)
by the ML tool X,,,, .- and the actual predictions (outcomes)
by the ML tool X, .. 1s not unimodal (or 1s otherwise
indicated to include bias by SPRT analysis) (385:False), the
ML tool X . contains bias, and processing continues at
process block 390. At process block 390, fairness assess-
ment method 300 indicates that ML tool X, . contains bias.
For example, fairness assessment method 300 may generate
an electronic alert that indicates that ML tool X, .. contains
bias (for example as described below under the heading
“Electronic Alerts”). Where the combined distribution 1s
unimodal (or 1s otherwise indicated not to include bias by
SPRT analysis) (385: True) the ML tool X, .. either con-
tains no bias or there 1s insufficient data to determine
whether there 1s bias, and processing continues at process
block 395. At process block 395, assessment index k 1s
incremented, and processing returns to decision block 360.

[0119] At the completion of fairness assessment method
300, 1t has been determined whether or not an ML tool (for
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example, a Bayesian model) includes bias with respect to a
categorical variables (for example representing classes of
persons).

Alternate Embodiment

[0120] In a further embodiment, fairness assessment as
described herein may be used to detect where an ML tool 1s
improperly considering demographic classifications that are
accessible to or provided to the ML tool. In many applica-
tions, an ML tool generally will not have access to the
metadata parameters or categorical variables that indicate
demographic classifications associated with a transaction.
But, 1t 1s possible that in some applications, an ML tool will
be provided with variables or metadata that represent demo-
graphic classifications associated with a transaction. Bias
may be detected in such configurations by comparing the
transaction outcomes produced by the ML tool with demo-
graphic classifications present and with demographic clas-
sifications removed. In one embodiment, a fairness assess-
ment method accesses a first set of outcomes for a set of
transactions that were generated by the ML tool. The first set
ol outcomes were generated for the set of transactions with
the demographic classifications for the transactions provided
to the ML tool. The fairness assessment method also
accesses a second set of outcomes for the set of transactions
that were generated by the ML tool. The second set of
outcomes were generated for the set of transactions with the
demographic classifications for the transactions hidden from
the ML tool. The demographic classifications may be hidden
from the ML tool by providing NULL values for the
demographic classifications, providing a same value for the
demographic classification of each transaction, or otherwise
not providing the ML tool with demographic classification
information for a transaction. The ML tool will thus be
unable to differentiate transactions based on demographic
classification.

[0121] The first and second sets of outcomes may then be
analyzed for dissimilarity and the ML tool assigned a status
of bias, for example detecting a presence of bias or certify-
ing an absence of bias as described herein with reference to
FIGS. 2A-2C. For example, the first and second sets of
outcomes may be examined with the binary hypothesis fault
detection test described above under the heading “Example
Framework for Fairness Assessment— Binary Hypothesis
Fault Detection” to determine whether the residuals between
the first and second sets of outcomes satisly acceptance
thresholds for either of (1) absence of bias or (2) presence of
bias. An electronic message including an alert of bias or
certification of the absence of bias, respectively, may then be
generated and transmitted for presentation.

Selected Advantages

[0122] In one embodiment, the fairness assessment sys-
tems and methods described herein improve the technology
of automation, Al, or ML tools or techniques by enabling
automatic detection of when and 1n what way an automation,
Al, or ML tool or technique i1s unfair, inequitable, or
otherwise biased. In one embodiment, the fairness assess-
ment systems and methods described herein improve the
technology of automation, Al, or ML tools or techniques by
enabling existing time series Machine Learning (ML) algo-
rithms to be subjected to continuous quantitative fairness or
bias characterization, post-analysis auditability, and precise
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root-cause explain-ability. In one embodiment, the fairness
assessment systems and methods described herein improve
the technology of automation, Al, or ML tools or techniques
by detecting and exposing hidden or emerging unfairness,
inequity, or other bias in the outcomes of automation, Al, or
ML tools or techniques at the onset of the bias.

[0123] The foregoing description 1s presented to enable
any person skilled in the art to make and use the present
embodiments, and 1s provided 1n the context of a particular
application and its requirements. Various modifications to
the disclosed embodiments will be readily apparent to those
skilled 1n the art, and the general principles defined herein
may be applied to other embodiments and applications
without departing from the spirit and scope of the present
embodiments. Thus, the present embodiments are not lim-
ited to the embodiments shown, but are to be accorded the
widest scope consistent with the principles and features
disclosed herein.

—Overview of Multivariate MLL Anomaly Detection—

[0124] In general, multivariate ML modeling techniques
used for ML anomaly detection predict or estimate what
each signal should be or 1s expected to be based on the other
signals 1n the database. The predicted signal may be referred
to as the “estimate”. A multivariate ML anomaly detection
model 1s used to make the predictions or estimates for
individual varniables based on the values provided for other
variables. For example, for Signal (variable) 1 1n a database
of N signals (vaniables), the multivariate ML anomaly
detection model will compute an estimate for Signal (vari-
able) 1 using signals (variables) 2 through N.

[0125] Therefore, 1n one embodiment, the vectors of input
provided to the ML bias detection model include the input
variables for the ML tool under test, and the outcome(s)
produced from those variables by the ML tool under test.
While the multivariate anomaly detection model may be
configured to produce estimates for the input variables of the
ML tool as well as estimates of the outcomes, for the
purposes of fairness assessment/bias detection, the estimates
provided by the bias detection model for the outcomes
produced by the ML tool are of primary interest, while the
estimates generated by the bias detection model for the
values nput to the ML tool may generally be disregarded for
the purposes of bias detection.

[0126] In one embodiment, the ML anomaly detection
model (that 1s, the ML bias detection model) may be a
non-linear non-parametric (NLNP) regression algorithm
used for multivariate anomaly detection. Such NLNP regres-
sion algorithms include auto-associative kernel regression
(AAKR), and similarity-based modeling (SBM) such as the
multivariate state estimation technique (MSET) (including
Oracle’s proprietary Multivariate State Estimation Tech-
nique (MSET2)). In one embodiment, the ML anomaly
detection model may be another form of algorithm used for
multivariate anomaly detection, such as a neural network
(NN), Support Vector Machine (SVM), or Linear Regression
(LR).

[0127] The ML anomaly detection model 1s trained to
produce estimates of what the values of vaniables should be
based on training with time series readings (such as time
series vectors or time series signals) that represent normal or
correct operation of a monitored asset. To train the ML
anomaly detection model, the time series readings are used
to adjust the ML anomaly detection model. A configuration
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of correlation patterns between the variables of the ML
anomaly detection model 1s automatically adjusted based on
values of the time series readings so as to cause the ML
anomaly detection model to produce accurate estimates for
cach variable based on inputs to other varniables. Sufhlicient
accuracy of estimates to conclude determine the ML
anomaly detection model to be sufliciently trained may be
determined by residuals-a residual 1s a difference between an
actual value (such as a measured, observed, sampled, or
resampled value) and an estimate, reference, or prediction of
what the value 1s expected to be—being minimized below a
pre-configured training threshold. At the completion of
training, the ML anomaly detection model has learned
correlation patterns between variables.

[0128] Following training, the ML anomaly detection
model may be used to monitor time series readings. Sub-
tracting an actual, measured value for each signal from a
corresponding estimate gives the residuals or differences
between the values of the signal and estimate. Where there
1s an anomaly 1n a signal, the measured signal value departs
from the estimated signal value. This causes the residuals to
increase, triggering an anomaly alarm. Thus, the residuals
are used to detect such anomalies where one or more of the
residuals indicates such a departure, for example by becom-
ing consistently excessively large.

[0129] In one embodiment, the processor executes a fault
detection model to detect bias in the ML tool under test, as
discussed 1n detail above. In one embodiment, the fault
detection model uses the sequential probability ratio test
(SPRT) to detect anomalous deviations (or faults) in the
outcomes assigned by the ML tool under test. The SPRT
detects the presence (or confirms the absence) of bias by
calculating a cumulative sum of the log-likelithood ratio for
ecach successive residual between the outcome values
assigned by the ML tool under test, and estimated values
produced by the bias detection (e.g., MSET) model. Then,
the SPRT compares the cumulative sum against (1) a bias
acceptance threshold to determine whether a fault (bias/
unfairness) 1s detected, and (11) against a no-bias acceptance
threshold to confirm whether no fault (bias/unfairness) 1s
present. Where the bias acceptance threshold is satisfied, an
anomalous bias or unfairness 1s detected 1n the ML tool
under test. Where the no-bias acceptance threshold 1s satis-
fied, anomalous bias or unfairness 1s confirmed to be absent
from the ML tool under test. Where either threshold 1is
crossed, an alert may be generated that indicates a status of
whether there 1s, or 1s not, bias present in the ML tool under
test.

— FElectronic Alerts—

[0130] In one embodiment, an electronic alert 1s generated
by composing and transmitting a computer-readable mes-
sage. The computer readable message may include content
describing unfairness or bias of an ML tool, such as cat-
egorical variables (for example representing classes of per-
sons) for which the ML tool produces unfair outcomes to
transactions. In one embodiment, an electronic alert may be
generated and sent 1n response to a detection of a biased ML
tool (that produces unfair outcomes). The electronic alert
may be composed and then transmitted for subsequent
presentation on a display or other action.

[0131] In one embodiment, the electronic alert 1s a mes-
sage that 1s configured to be transmitted over a network,
such as a wired network, a cellular telephone network, wi-fi
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network, or other communications infrastructure. The elec-
tronic alert may be configured to be read by a computing
device. The electronic alert may be configured as a request
(such as a REST request) used to trigger initiation of a
function 1n response to detection of the biased ML tool, such
as triggering a retraining of the ML tool. The electronic alert
may be presented 1n a user interface such as a graphical user
interface (GUI) by extracting or otherwise parsing the
content of the electronic alert by a REST API (or other
software interface) that has received the electronic alert.

—Cloud or Enterprise Embodiments—

[0132] In one embodiment, the present system (such as
fairness assessment system 100) 1s a computing/data pro-
cessing system including a computing application or collec-
tion of distributed computing applications for access and use
by other client computing devices that communicate with
the present system over a network. In one embodiment,
fairness assessment system 100 1s a component of a time
series data service that 1s configured to gather, serve, and
execute operations on time series data. The applications and
computing system may be configured to operate with or be
implemented as a cloud-based network computing system,
an infrastructure-as-a-service (IAAS), platform-as-a-service
(PAAS), or software-as-a-service (SAAS) architecture, or
other type of networked computing solution. In one embodi-
ment the present system provides at least one or more of the
functions disclosed herein and a graphical user interface to
access and operate the functions. In one embodiment, fair-
ness assessment system 100 1s a centralized server-side
application that provides at least the functions disclosed
herein and that 1s accessed by many users by way of
computing devices/terminals communicating with the com-
puters of fairness assessment system 100 (functioning as one
or more servers) over a computer network. In one embodi-
ment fairness assessment system 100 may be implemented
by a server or other computing device configured with
hardware and software to implement the functions and
teatures described herein.

[0133] In one embodiment, the components of fairness
assessment system 100 may be implemented as sets of one
or more software modules executed by one or more com-
puting devices specially configured for such execution. In
one embodiment, the components of fairness assessment
system 100 are implemented on one or more hardware
computing devices or hosts interconnected by a data net-
work. For example, the components of fairness assessment
system 100 may be executed by network-connected com-
puting devices of one or more compute hardware shapes,
such as central processing unit (CPU) or general-purpose
shapes, dense input/output (I/O) shapes, graphics processing
unit (GPU) shapes, and high-performance computing (HPC)
shapes.

[0134] In one embodiment, the components of fairness
assessment system 100 intercommunicate by electronic
messages or signals. These electronic messages or signals
may be configured as calls to functions or procedures that
access the features or data of the component, such as for
example application programming interface (API) calls. In
one embodiment, these electronic messages or signals are
sent between hosts 1n a format compatible with transmission
control protocol/internet protocol (TCP/IP) or other com-
puter networking protocol. Components of fairness assess-
ment system 100 may (1) generate or compose an electronic
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message or signal to 1ssue a command or request to another
component, (1) transmit the message or signal to other
components of fairness assessment system 100, (111) parse
the content of an electronic message or signal received to
identily commands or requests that the component can
perform, and (1v) 1n response to 1dentifying the command or
request, automatically perform or execute the command or
request. The electronic messages or signals may include
queries against databases. The queries may be composed and
executed 1n query languages compatible with the database
and executed 1n a runtime environment compatible with the
query language.

[0135] In one embodiment, remote computing systems
may access information or applications provided by fairness
assessment system 100, for example through a web 1nterface
server. In one embodiment, the remote computing system
may send requests to and receive responses from fairness
assessment system 100. In one example, access to the
information or applications may be effected through use of
a web browser on a personal computer or mobile device. In
one example, communications exchanged with fairness
assessment system 100 may take the form of remote repre-
sentational state transfer (REST) requests using JavaScript
object notation (JSON) as the data interchange format for
example, or simple object access protocol (SOAP) requests
to and from XML servers. The REST or SOAP requests may
include API calls to components of fairness assessment
system 100.

—Software Module Embodiments—

[0136] In general, software instructions are designed to be
executed by one or more suitably programmed processors
accessing memory. Software instructions may include, for
example, computer-executable code and source code that
may be compiled into computer-executable code. These
software 1nstructions may also include instructions written
in an nterpreted programming language, such as a scripting
language.

[0137] In a complex system, such instructions may be
arranged 1nto program modules with each such module
performing a specific task, process, function, or operation.
The entire set of modules may be controlled or coordinated
in their operation by an operating system (OS) or other form
ol organizational platform.

[0138] In one embodiment, one or more of the compo-
nents described herein are configured as modules stored in
a non-transitory computer readable medium. The modules
are configured with stored software instructions that when
executed by at least a processor accessing memory or
storage cause the computing device to perform the corre-
sponding function(s) as described herein.

—Computing Device Embodiment—

[0139] FIG. S illustrates an example computing system
500 that 1s configured and/or programmed as a special
purpose computing device(s) with one or more of the
example systems and methods described herein, and/or
equivalents. The example computing system 500 may
include a computer 505 that includes at least one hardware
processor 510, a memory 515, and nput/output ports 520
operably connected by a bus 525. In one example, the
computer 505 may include fairness assessment logic 530
configured to facilitate fairness assessment for continuous
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decision evaluations of machine learning outcomes similar
to logic, systems, methods, and other embodiment shown in
and described with reference to FIGS. 1, 2, 3, and 4.
[0140] In different examples, the logic 530 may be imple-
mented in hardware, a non-transitory computer-readable
medium 537 with stored instructions, firmware, and/or com-
binations thereof. While the logic 530 1s illustrated as a
hardware component attached to the bus 525, 1t 1s to be
appreciated that in other embodiments, the logic 530 could
be implemented 1n the processor 510, stored 1n memory 5185,
or stored 1n disk 535.

[0141] In one embodiment, logic 530 or the computer 1s a
means (e.g., structure: hardware, non-transitory computer-
readable medium, firmware) for performing the actions
described. In some embodiments, the computing device may
be a server operating in a cloud computing system, a server
configured 1n a Software as a Service (SaaS) architecture, a
smart phone, laptop, tablet computing device, and so on.

[0142] The means may be implemented, for example, as
an ASIC programmed to facilitate fairness assessment for
continuous decision evaluations of machine learning out-
comes. The means may also be implemented as stored
computer executable instructions that are presented to com-
puter 505 as data 540 that are temporarily stored 1n memory
515 and then executed by processor 510.

[0143] Logic 530 may also provide means (e.g., hardware,
non-transitory computer-readable medium that stores
executable instructions, firmware) for performing fairness
assessment for continuous decision evaluations of machine
learning outcomes.

[0144] Generally describing an example configuration of
the computer 505, the processor 510 may be a variety of
various processors including dual microprocessor and other
multi-processor architectures. A memory 515 may include
volatile memory and/or non-volatile memory. Non-volatile
memory may include, for example, ROM, PROM, and so

on. Volatile memory may include, for example, RAM,
SRAM, DRAM, and so on.

[0145] A storage disk 535 may be operably connected to
the computer 505 via, for example, an 1nput/output (I/O)
interface (e.g., card, device) 545 and an input/output port
520 that are controlled by at least an input/output (I/0)
controller 547. The disk 535 may be, for example, a mag-
netic disk drive, a solid state disk drive, a tloppy disk drive,
a tape drive, a Zip drive, a flash memory card, a memory
stick, and so on. Furthermore, the disk 535 may be a
CD-ROM drive, a CD-R drive, a CD-RW drive, a DVD
ROM, and so on. The memory 515 can store a process 550
and/or a data 540, for example. The disk 535 and/or the
memory 513 can store an operating system that controls and
allocates resources of the computer 505.

[0146] The computer 505 may interact with, control, and/
or be controlled by input/output (I/O) devices via the input/
output (I/O) controller 547, the I/O interfaces 545, and the
input/output ports 520. Input/output devices may include,
for example, one or more displays 570, printers 572 (such as
inkjet, laser, or 3D printers), audio output devices 574 (such
as speakers or headphones), text input devices 380 (such as
keyboards), cursor control devices 582 for pointing and
selection 1puts (such as mice, trackballs, touch screens,
joysticks, pointing sticks, electronic styluses, electronic pen
tablets), audio mput devices 584 (such as microphones or
external audio players), video mput devices 586 (such as
video and still cameras, or external video players), image
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scanners 588, video cards (not shown), disks 535, network
devices 520, and so on. The mput/output ports 520 may
include, for example, serial ports, parallel ports, and USB
ports.

[0147] The computer 505 can operate 1n a network envi-
ronment and thus may be connected to the network devices
555 via the I/O intertaces 545, and/or the I/O ports 520.
Through the network devices 555, the computer 505 may
interact with a network 3560. Through the network, the
computer 505 may be logically connected to remote com-
puters 565. Networks with which the computer 505 may
interact include, but are not limited to, a LAN, a WAN, and
other networks.

Definitions and Other Embodiments

[0148] In another embodiment, the described methods
and/or their equivalents may be implemented with computer
executable instructions. Thus, 1n one embodiment, a non-
transitory computer readable/storage medium 1s configured
with stored computer executable instructions of an algo-
rithm/executable application that when executed by a
machine(s) cause the machine(s) (and/or associated compo-
nents) to perform the method. Example machines include
but are not limited to a processor, a computer, a server
operating 1n a cloud computing system, a server configured
in a Software as a Service (SaaS) architecture, a smart
phone, and so on). In one embodiment, a computing device
1s implemented with one or more executable algorithms that
are configured to perform any of the disclosed methods.

[0149] In one or more embodiments, the disclosed meth-
ods or their equivalents are performed by either: computer
hardware configured to perform the method; or computer
instructions embodied 1n a module stored 1n a non-transitory
computer-readable medium where the instructions are con-
figured as an executable algorithm configured to perform the
method when executed by at least a processor of a comput-
ing device.

[0150] Whle for purposes of simplicity of explanation,
the 1llustrated methodologies in the figures are shown and
described as a series of blocks of an algorithm, 1t 1s to be
appreciated that the methodologies are not limited by the
order of the blocks. Some blocks can occur 1n different
orders and/or concurrently with other blocks from that
shown and described. Moreover, less than all the illustrated
blocks may be used to implement an example methodology.
Blocks may be combined or separated into multiple actions/
components. Furthermore, additional and/or alternative
methodologies can employ additional actions that are not
illustrated 1n blocks. The methods described herein are
limited to statutory subject matter under 35 U.S.C § 101.

[0151] The following includes defimtions of selected
terms employed herein. The definitions include various
examples and/or forms of components that fall within the
scope of a term and that may be used for implementation.
The examples are not intended to be limiting. Both singular
and plural forms of terms may be within the definitions.

10152]

References to ‘“one embodiment”, “an embodi-
ment”, “one example”, “an example”, and so on, indicate
that the embodiment(s) or example(s) so described may
include a particular feature, structure, characteristic, prop-
erty, element, or limitation, but that not every embodiment
or example necessarily includes that particular feature,

structure, characteristic, property, element or limitation.
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Furthermore, repeated use of the phrase “in one embodi-
ment” does not necessarily refer to the same embodiment,
though 1t may.

[0153] A “data structure”, as used herein, 1s an organiza-
tion of data 1n a computing system that 1s stored 1n a
memory, a storage device, or other computerized system. A
data structure may be any one of, for example, a data field,
a data file, a data array, a data record, a database, a data table,
a graph, a tree, a linked list, and so on. A data structure may
be formed from and contain many other data structures (e.g.,
a database includes many data records). Other examples of
data structures are possible as well, in accordance with other
embodiments.

[0154] “‘Computer-readable medium”™ or “computer stor-
age medium”, as used herein, refers to a non-transitory
medium that stores instructions and/or data configured to
perform one or more of the disclosed functions when
executed. Data may function as instructions in some
embodiments. A computer-readable medium may take
forms, including, but not limited to, non-volatile media, and
volatile media. Non-volatile media may include, for
example, optical disks, magnetic disks, and so on. Volatile
media may include, for example, semiconductor memories,
dynamic memory, and so on. Common forms of a computer-
readable medium may include, but are not limited to, a
floppy disk, a flexible disk, a hard disk, a magnetic tape,
other magnetic medium, an application specific integrated
circuit (ASIC), a programmable logic device, a compact disk
(CD), other optical medium, a random access memory
(RAM), aread only memory (ROM), a memory chip or card,
a memory stick, solid state storage device (SSD), flash drive,
and other media from which a computer, a processor or other
electronic device can function with. Each type of media, 1f
selected for implementation 1n one embodiment, may
include stored instructions of an algorithm configured to
perform one or more of the disclosed and/or claimed func-

tions. Computer-readable media described herein are limited
to statutory subject matter under 35 U.S.C § 101.

[0155] “Logic”, as used herein, represents a component
that 1s implemented with computer or electrical hardware, a
non-transitory medium with stored instructions of an execut-
able application or program module, and/or combinations of
these to perform any of the functions or actions as disclosed
herein, and/or to cause a function or action from another
logic, method, and/or system to be performed as disclosed
herein. Equivalent logic may include firmware, a micropro-
cessor programmed with an algorithm, a discrete logic (e.g.,
ASIC), at least one circuit, an analog circuit, a digital circuit,
a programmed logic device, a memory device containing
instructions of an algorithm, and so on, any of which may be
configured to perform one or more of the disclosed func-
tions. In one embodiment, logic may include one or more
gates, combinations of gates, or other circuit components
configured to perform one or more of the disclosed func-
tions. Where multiple logics are described, 1t may be pos-
sible to incorporate the multiple logics into one logic.
Similarly, where a single logic 1s described, 1t may be
possible to distribute that single logic between multiple
logics. In one embodiment, one or more of these logics are
corresponding structure associated with performing the dis-
closed and/or claimed functions. Choice of which type of
logic to implement may be based on desired system condi-
tions or specifications. For example, 1 greater speed 1s a
consideration, then hardware would be selected to 1mple-
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ment functions. If a lower cost 1s a consideration, then stored
instructions/executable application would be selected to

implement the functions. Logic 1s limited to statutory sub-
ject matter under 35 U.S.C. § 101.

[0156] An “operable connection”, or a connection by
which entities are “operably connected”, 1s one 1n which
signals, physical communications, and/or logical communi-
cations may be sent and/or received. An operable connection
may 1nclude a physical interface, an electrical interface,
and/or a data interface. An operable connection may include
differing combinations of interfaces and/or connections sui-
ficient to allow operable control. For example, two entities
can be operably connected to communicate signals to each
other directly or through one or more intermediate entities
(e.g., processor, operating system, logic, non-transitory
computer-readable medium). Logical and/or physical com-
munication channels can be used to create an operable
connection.

[0157] ““User”, as used herein, includes but 1s not limited
to one or more persons, computers or other devices, or
combinations of these.

[0158] While the disclosed embodiments have been 1llus-
trated and described i1n considerable detail, 1t 1s not the
intention to restrict or in any way limit the scope of the
appended claims to such detail. It 1s, of course, not possible
to describe every conceivable combination of components or
methodologies for purposes of describing the various
aspects of the subject matter. Therefore, the disclosure 1s not
limited to the specific details or the illustrative examples
shown and described. Thus, this disclosure 1s intended to
embrace alterations, modifications, and variations that fall
within the scope of the appended claims, which satisty the
statutory subject matter requirements of 35 U.S.C. § 101.

[0159] To the extent that the term “includes” or “includ-
ing” 1s employed in the detailed description or the claims, 1t
1s mtended to be inclusive 1 a manner similar to the term
“comprising’’ as that term 1s interpreted when employed as
a transitional word 1n a claim.

[0160] To the extent that the term “or” 1s used i1n the
detailed description or claims (e.g., A or B) 1t 1s intended to
mean “A or B or both”. When the applicants intend to
indicate “only A or B but not both™ then the phrase “only A
or B but not both” will be used. Thus, use of the term “or”
herein 1s the inclusive, and not the exclusive use.

What 1s claimed 1s:
1. A computer-implemented method, comprising:

generating outcomes for transactions with a machine
learning (ML) tool;

comparing actual values for a test subset of the outcomes
with estimated values generated for the test subset of
the outcomes by a machine learning model, wherein the
test subset 1s associated with a test value for a demo-
graphic classification, and wherein the machine learn-
ing model 1s trained with a reference subset of the
outcomes that 1s associated with a reference value for
the demographic classification;

detecting the unfairness in the machine learning tool
based on dissimilarity between the actual values and
the estimated values for the test subset of the outcomes;
and

generating an electronic alert that the ML tool generates
outcomes that are unfair with respect to the demo-
graphic classification.
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2. The computer-implemented method of claim 1,

wherein comparing actual values further comprises

executing a fault detection test on residuals between the
actual values and the estimated values to produce a
detection 1index; and

wherein detecting the unfairness in the machine learning

tool further comprises determining that the detection
index satisfies an acceptance threshold for the presence
of bias.

3. The computer-implemented method of claim 2, further
comprising setting the acceptance threshold for the presence
of bias based on a pre-specified confidence factor.

4. The computer-implemented method of claim 1, turther
comprising;

determining a root cause of the unfairness;

detecting that the unfairness was introduced to ML tool by

a training operation; and

automatically adjusting the ML tool with respect to the

root cause to mitigate the unfairness.

5. The computer-implemented method of claim 1, turther
comprising, before generating outcomes for transactions
with the machine learning tool:

detecting a change to the machine learning tool; and

in response to detecting the change to the machine learn-
ing tool, performing the steps of generating outcomes
for transactions with the machine learning tool, com-
paring actual values for a test subset of the outcomes
with estimated values generated for the test subset of
the outcomes, detecting the unfairness in the machine
learning tool, and generating an electronic alert.

6. The computer-implemented method of claim 1,
wherein the test subset of the outcomes and the reference
subset of the outcomes are discrete from one another.

7. The computer-implemented method of claim 1,
wherein the machine learning model 1s a multivariate state
estimation technique model.

8. One or more non-transitory computer-readable media
that includes stored thereon computer-executable instruc-
tions that when executed by at least a processor of a
computer system cause the computer system to:

accessing outcomes that were generated by an ML tool for

a set of transactions, wherein the transactions include at
least a first set of transactions associated with a first
demographic category and a second set of transactions
associated with a second demographic category;

train a bias detection model on the first set of transactions

associated with the first demographic category, wherein
the bias detection model 1s trained to estimate outcomes
that are consistent with the outcomes that were gener-
ated for the first set of transactions associated with the
first demographic category;

input the second set of transactions associated with the

second demographic category into the bias detection
model to generate outcome estimates;

determine a status of bias for the ML tool based on a

dissimilarity between the outcome estimates for the
second set of transactions generated by the bias detec-
tion model and the outcomes generated for the second
set of transactions by the ML tool; and

generate an electronic alert that reports the status of bias
for the ML tool.

9. The non-transitory computer-readable medium of claim
8, wherein the instructions to determine a status of bias for

the ML tool further cause the computer to:
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execute a fault detection test on residuals between the
outcome estimates and the outcomes for the second set
ol test transactions associated with the second demo-
graphic category to produce a detection index that
represents the dissimilarity;

evaluate whether the detection index satisfies either of (1)

a first acceptance threshold for detecting a presence of
bias and (1) a second acceptance threshold for con-
firming an absence of bias; and

setting the status of bias to indicate that there 1s bias 1n the

ML tool when the first acceptance threshold 1s satisfied
and setting the status of bias to indicate that there 1s no
bias 1n the ML tool when the second acceptance thresh-
old 1s satistied.

10. The non-transitory computer-readable medium of
claim 9, wherein the instructions to determine a status of
bias for the ML tool further cause the computer to:

access a first confidence factor for detection of bias;

setting the first acceptance threshold based on the first

confidence factor for detection of bias;

access a second confidence factor for confirmation of

absence of bias;

setting the second acceptance threshold based on the

second confidence factor for confirmation of absence of
bias.

11. The non-transitory computer-readable medium of
claiam 9, wherein the fault detection test 1s a sequential
probability ratio test, further comprising generating a log-
likelihood ratio between likelihood of presence of bias and
likelihood of the absence of bias to be the detection index.

12. The non-transitory computer-readable medium of
claim 8, wherein the instructions further cause the computer
to:

identily a trend regarding detection of bias 1n the ML tool;
and

include the trend in the electronic alert.

13. The non-transitory computer-readable medium of
claim 8, wherein the instructions further cause the computer
to:

where bias 1s detected 1n the ML tool, determine a root
cause of the bias; and

include the root cause in the electronic alert.

14. The non-transitory computer-readable medium of
claim 8, wherein the instructions further cause the computer

to, before assigning outcomes for test transactions with an
ML tool that 1s being checked for bias, detect a change to the
machine learning tool.

15. The non-transitory computer-readable medium of
claim 8, wherein the test transactions that belong to the first

Aug. 1, 2024

demographic category and the test transactions that belong
to the second demographic category are discrete from one
another.
16. A computing system, comprising:
at least one processor;
at least one memory connected to the at least one pro-
CESSOr;
one or more non-transitory computer readable media
including 1instructions stored thereon that when
executed by at least the processor cause the computing

system to:

use a machine learning tool to assign outcomes for
transactions, wherein the machine learning tool 1s a
target of analysis for bias;

compare assigned outcomes for a test portion of the
transactions that has a first demographic classifica-
tion with estimated outcomes for the test portion of
the transactions, wherein the estimated outcomes are
generated by an ML bias detection model that 1s
trained to produce the estimated outcomes consistent
with the assigned outcomes for a reference portion of
the transactions that has a second demographic clas-

sification;
detect that bias 1s absent from the ML tool based on
similarity between the assigned outcomes and the
estimated outcomes for the test portion of the trans-
actions; and
generate an electronic alert that the ML tool 1s con-
firmed to be free of bias with respect to the first
demographic classification.
17. The computing system of claim 16,
wherein the instructions to compare assigned outcomes
further cause the computing system to execute a fault
detection test on residuals between the assigned out-
comes and the estimated outcomes for the test portion
of the transactions to produce a detection index; and

wherein the structions to detect that bias 1s absent from
the ML tool further cause the computing system to
determine that the detection index satisfies an accep-
tance threshold for the absence of bias.

18. The computing system of claim 17, wherein the
instructions further cause the computing system to set the
acceptance threshold for the absence of bias based on a
pre-specified confidence factor.

19. The computing system of claim 16, wherein the test
portion of the transactions and the reference portion of the
transactions are discrete from one another.

20. The computing system of claim 16, wherein the bias
detection model 1s a non-linear, non-parametric regression
model.




