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Techniques for using machine learming model validated
sensor data to generate recommendations for remediating
issues 1n a monitored system are disclosed. A machine
learning model 1s trained to identily correlations among
sensors for a monitored system. Upon receiving current
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cannot be validated based on the learned correlations among
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RECOMMENDATION GENERATION USING
MACHINE LEARNING DATA VALIDATION

TECHNICAL FIELD

[0001] The present disclosure relates to applying a
machine learning model to generated sensor data to generate
recommendations to remediate detected 1ssues using a {fil-
tered data set of the sensor data. In particular, the present
disclosure relates to using machine learning validated sensor
values and estimated sensor values to generate recommen-
dations for remediating the issues.

BACKGROUND

[0002] When anomalies arise 1n a monitored system, the
anomalies may be the result of failures 1n monitored com-
ponents or failures 1n sensors that are performing the moni-
toring. I a fault-remediation system initiates remediation
actions based on detected anomalies that are the result of
faulty sensors, the remediation actions may fail to address
actual faults 1n the system. In worst-case scenarios, the
remediation actions may exacerbate faults and lead to sys-
tem failures.

[0003] An orgamization may utilize human supervision of
computer-based monitoring and remediation systems to
verily computer results and perform actions that a computer
cannot perform. For example, in one environment, a reme-
diation action may require that a human physically manipu-
late an object—such as a valve, lever, or switch, or physi-
cally observe a component. In another environment, an
organization may require human confirmation of computer-
generated data. For example, a sensor may indicate a com-
ponent 1s at a certain temperature. The organization may
require a human-generated temperature measurement to
confirm the temperature reading. The human may also
determine if any physical tlaws are present that may result
in a faulty temperature reading by the sensor. In another
environment, such as a self-driving vehicle or a computer-
monitored data center, both monitoring functions and reme-
diation functions may be capable of being performed by a
computer without human intervention. A human may be
required 1n the rare event of a computer fault. However, 11 a
human 1s not part of a regular observation and remediation
process, the human’s attention may lapse, and the human
may not effectively monitor the computer performance.
Accordingly, the organization may require that certain moni-
toring and remediation tasks be performed by humans, even
if a computer may be capable of performing the monitoring
and remediation tasks without human intervention.

[0004] The approaches described in this section are
approaches that could be pursued, but not necessarily
approaches that have been previously conceived or pursued.
Therefore, unless otherwise indicated, 1t should not be
assumed that any of the approaches described 1n this section
quality as prior art merely by virtue of their inclusion 1n this
section.

BRIEF DESCRIPTION OF THE DRAWINGS

[0005] The embodiments are illustrated by way of
example and not by way of limitation in the figures of the
accompanying drawings. It should be noted that references
to “an” or “one” embodiment in this disclosure are not
necessarily to the same embodiment, and they mean at least
one. In the drawings:

May 18, 2023

[0006] FIG. 1 1illustrates a system 1n accordance with one
or more embodiments:

[0007] FIGS. 2A and 2B illustrate an example set of
operations for generating tasks lists based on machine
learning validated data in accordance with one or more
embodiments;

[0008] FIG. 3 illustrates an example of a set of tasks 1n
accordance with one or more embodiments;

[0009] FIG. 4A illustrates an example of training a
machine learning model 1n accordance with one or more
embodiments;

[0010] FIG. 4B illustrates another example of training a
machine learning model 1n accordance with one or more
embodiments;

[0011] FIGS. 5A and 5B illustrate an example embodi-
ment of generating tasks lists based on machine learning
validated data; and

[0012] FIG. 6 shows a block diagram that illustrates a
computer system in accordance with one or more embodi-
ments.

DETAILED DESCRIPTION

[0013] In the following description, for the purposes of
explanation, numerous specific details are set forth 1n order
to provide a thorough understanding. One or more embodi-
ments may be practiced without these specific details. Fea-
tures described 1n one embodiment may be combined with
features described 1 a different embodiment. In some
examples, well-known structures and devices are described
with reference to a block diagram form in order to avoid
unnecessarily obscuring the present invention.

[0014] 1. GENERAL OVERVIEW
[0015] 2. SYSTEM ARCHITECTURE
[0016] 3. REMEDIATING SYSTEM ANOMALIES

BASED ON MACHINE LEARNING
[0017] 4. TRAINING MACHINE LEARNING MODELS
[0018] 5. EXAMPLE EMBODIMENT

[0019] 6. COMPUITER NETWORKS AND CLOUD
NETWORKS

[0020] 7. MISCELLANEOUS; EXTENSIONS
[0021] 8. HARDWARE OVERVIEW

1. General Overview

[0022] One or more embodiments removes a subset of
current sensor data, that cannot be wvalidated based on
historical sensor data, to generate filtered sensor data.
Optionally, the system may generate and add estimated
sensor data, 1n lieu of the removed subset of sensor data, to
the filtered sensor data. The system analyzes the filtered
sensor data to identily anomalous events, and/or generate a
task list to remediate anomalous events.

[0023] One or more embodiments train a machine learning
model based on historical sensor data to validate a target set
of sensor data. A system trains the machine learning model
using a set ol historical sensor data to learn correlations
among the sensors. Upon receiving current sensor data, the
machine learning model 1dentifies a subset of sensor data
from the sensors that cannot be validated. For example, a
sensor may be in a fault state and not transmitting data.
Another sensor may be drifting, so that it transmits data, but
the data 1s maccurate. The system uses learned correlations
among the sensors to estimate values for sensors that cannot
be validated. The system generates recommendations for
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remediating faults in the monitored system using a filtered
data set that includes the validated sensor data and estimated
sensor values for sensor data that could not be validated.

[0024] One or more embodiments train a machine learning
model based on historical sensor data to generate estimated
sensor data. The system trains the machine learning model
using a set of historical sensor data to learn correlations
among the sensors. Upon receiving current sensor data, the
machine learning model predicts values for the sensor values
based on the correlations with the values of the remaining
sensor values. The machine learning model generates the
estimated sensor data based on the predicted values for the
SENSors.

[0025] A sensor-based monitoring system includes one or
both of machine-learning-based and human-based sensor
validation and fault remediation. A machine learning model
1s trained to i1dentily correlations among sensor data values
ol sensors monitoring a system.

[0026] The sensor-based monitoring system may generate
a task list to remediate one or more detected faults. The
system selects task for the task list based on the filtered data
set including the validated sensor data and estimated sensor
values. The task list may include computer-executed tasks
and human-executed tasks. The tasks specily an entity to
perform the task, a system component on which the task 1s
to be performed, an action to be performed or executed, any
dependency of the task on any other task, and any param-
cters required to perform the task. The parameters include
validated sensor data. For example, the system may select
one task to be performed in a sensor generates a {irst
temperature measurement and another task to be performed
if the sensor generates a second temperature measurement.
The system specifies, in the selected task, the parameter as
the generated temperature measurement. If the system can-
not validate a parameter for a task, such as 1t a required
sensor value 1s missing, the system populates the parameter
with an estimated sensor value generated by the machine
learning model based on the correlation of the missing
sensor value and one or more validated sensor values.

[0027] In one embodiment, the machine learning model 1s
a deterministic machine learning model. For example, the
machine learning model may be a multivariate state estima-
tion technique (MSET) model. The MSET model 1s traimned
using a set of sensor values representing a range ol non-
anomalous values for the sensors. The MSET model 1den-
tifies correlations among the sensor values. In operation, the
MSET model obtains current sensor values, compares the
current sensor values with predicted sensor values, and
identifies anomalies among the sensor values. In addition,
the MSET model determines, based on the i1dentified corre-
lations among the sensor values, when an anomalous sensor
value 1s the result of a faulty sensor or a fault in a monitored
component. The MSET model identifies a root cause or
situation that 1s the cause of detected anomalies 1n the sensor
data using a filtered data set that includes non-anomalous
sensor values and estimated sensor values. The MSET
model further mstantiates task parameters for one or more
tasks 1n a task list for remediating a root cause or situation

that 1s the cause of detected anomalies using the filtered data
set that includes non-anomalous sensor values and estimated

sensor values.

[0028] In one or more embodiments, the system receives
input to modily tasks 1n a task list. For example, the system
may receive mput to: (a) add or remove a task from a task
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list associated with a particular root cause or situation, (b)
add or remove parameters associated with a task in a task
list, or (3) modily one or more attributes associated with a
task, such as an entity to perform the task.

[0029] In one embodiment, the system generates the task
list by selecting two or more task templates from among a
set of stored task templates. The system queries the set of
stored task templates based on the i1dentified root cause or
situation underlying one or more detected anomalies 1n a
monitored system. The system populates the query tem-
plates with the particular data associated with the identified
root cause or situation. For example, a query may return a
particular task template associated with an identified situa-
tion. The system further identifies a particular entity match-
ing an entity description 1n the task template, a particular
component matching the component description 1n the task
template, and sensor values matching the parameter descrip-
tions 1n the task template.

[0030] The system arranges tasks in a task list according
to a set of rules. The set of rules may specily a relative
priority of tasks and a dependency of one task on another.
For example, a series of three tasks may be required to be
performed consecutively and 1n sequence within a predeter-
mined period of time. According to another example, a task
may specily two actions that must be performed simultane-
ously by two separate entities. The task may specity whether
one task may be mnitiated prior to another and 1f one task may
be completed prior to another. One task 1n a task list may be
given a highest priority, idicating 1t must be performed
prior to any other task. For example, a task list guiding a
human through a process for detecting a voltage in a
component may begin with a task to separate the component
from a power source. A next-highest priority task may also
depend on the first task and may direct the human to drain
power stored in the component prior to 1nitiating a sequence
of tasks for taking measurements on the component.

[0031] In one embodiment, the system may determine that
one or more sensor values may not be validated and also
may not be estimated. Accordingly, the system may generate
a human-readable explanation indicating that the particular
data 1s required to generate a task list, but that the data 1s
unavailable. The system may receive mput to imtiate a
related task list. Alternatively, a user may provide the
required data manually via a graphical user interface (GUI)
to allow the system to generate a task list.

[0032] In one embodiment, the system tracks whether
tasks are completed. The system may generate a user inter-
face that includes visual elements representing a series of
tasks. As the system detects a completed task, the system
may modify the visual elements of the GUI to indicate the
task has been completed. The system may detect the comple-
tion of both computer-executed tasks and human-executed
tasks. Alternatively, the system may receive human-gener-
ated mput to indicate when a human-executed task has been
completed. In one or more embodiments, the system may
update or modily a task list based on data obtained during
execution of one or more tasks. For example, an 1nitial task
list may include a series of tasks to replace a system
component. The system may detect 1n an mtermediate task,
a human-generated measurement indicating a subcomponent
has a value outside a safe operating range. The system may
generate a notification to stop execution of the mnitial task
list. The system may also generate a new task list to shut
down power to the subcomponent. The new task list may




US 2023/0153680 Al

replace the initial task list. Alternatively, the new task list
may be added to the imitial task list.

[0033] One or more embodiments described 1n this Speci-
fication and/or recited in the claims may not be 1included 1n
this General Overview section.

2. System Architecture

[0034] FIG. 1 1llustrates a system 100 1n accordance with
one or more embodiments. As illustrated in FIG. 1, system
100 includes a monitored system 102 and a system moni-
toring apparatus 110. The monitored system 102 may
include any type of system having any number of compo-
nents. Examples of monitored systems include: vehicles,
data centers, computer networks, manufacturing facilities,
medical facilities, and power-generation {facilities. The
monitored system 102 may include any number and type of
components, including structural components, motive coms-
ponents, power-generating components, computational
components, and data storage components. The components
of the monitored system 102 are monitored by sensors 103.
The sensors include physical sensors and soltware that
monitors computing eclements. For example, a physical
motive element may be monitored by a temperature sensor
and a piezo-electric sensor. A data processing component
may be monitored by a temperature sensor and an applica-
tion tracking data traflic to and from the data processing
component. A medical device may be monitored by position
sensors. A vehicle may be monitored by global positioning
system (GPS) sensors, an altimeter, and a speedometer. In
one or more embodiments, the sensors 103 include tens,
hundreds, or thousands of sensors. For example, the num-
bers and types of sensors may be suflicient that a machine
learning model may 1dentily correlations among different
sensors monitoring the same system component.

[0035] The system monitoring apparatus 110 includes a
sensor analysis machine learning model engine 111. The
sensor analysis machine learning model engine 111 applies
one or more machine learning models to sensor data
obtained from sensors 103 monitoring the monitored system
102. The machine learning model may be a stochastic-type
machine learning model, such as a neural network. Alter-
natively, the machine learning model may be a determinis-
tic-type machine learning model, such as a multivaniate state
estimation technique (MSET) model. A stochastic-type
machine learning model applies probabilistic methods to
generate predictions. In contrast, deterministic-type machine
learning models implement a mathematical structure that,
for a given set of mput values, will return the same set of
output values.

[0036] The sensor analysis machine learning engine 111
trains a machine learning model using historical sensor data
117 stored in a data repository 116. The sensor analysis
machine learning engine 111 trains the machine learning
model to identily correlations among sensor values. In one
embodiment, the trained machine learning model receives
current sensor data and generates a set of validated sensor
values. Validated sensor values may correspond to sensor
values that meet predefined criteria. For example, the vali-
dated sensor values may fall within a range of predicted
values for the sensor. The trained machine learning model
may also identily a set of sensor values that cannot be
validated. Sensor values that cannot be validated may
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include values that fall outside a predicted range of values
for the particular sensor. Alternatively, sensor values that
cannot be validated

[0037] In an embodiment in which the machine learning
model 1s a deterministic model, such as an MSET model, the
machine learning model may generate, for each sensor
value, a delta value representing a diflerence between the
current sensor value and a predicted value for the sensor. The
MSET model may indicate an anomaly 1n a sensor value 1f
(a) the sensor value falls outside a range of non-anomalous
values for the particular sensor, or (b) 1f the sensor value
varies from a predicted value by more than a predetermined
threshold. For example, an MSET model may i1dentity a
correlation between the values of three sensors. The MSET
model may determine that, based on the values of two of the
sensors, the third sensor should have a particular value. The
MSET model may detect an anomaly if the current value for
the third sensor varies from the particular value by more than
a predefined threshold. In addition, the MSET model may
determine that the third sensor has a predefined range of
non-anomalous operating values. The MSET model may
detect an anomaly if the current sensor value for the third
sensor falls outside the predefined range of non-anomalous
operating values.

[0038] An event detection engine 112 detects whether a
triggering event has occurred in the system. A triggering
event may be an event detected based on the current values
of the sensors 103. Alternatively, the triggering event may be
a manually-triggered event intended to 1nitiate a sequence of
tasks associated with the monitored system 102. The event
detection engine 112 monitors an output from one or both of
the machine learning model and the sensors 103 to deter-
mine whether anomalies in the sensor values correspond to
a sensor-based triggering event 1n the monitored system 102.
For example, one combination of anomalous sensor values
may correspond to an overheating-type triggering event.
Another combination may correspond to a power failure-
type triggering event. Yet another combination may corre-
spond to a data communication failure-type triggering event.

[0039] A cause analysis engine 113 analyzes the output
from one or both of the machine learning model and the
sensors 103 to identify a root cause of the triggering event.
For example, if the event detection engine 112 detects sensor
data associated with an overheating component, the cause
analysis engine 113 may analyze the sensor data and meta-
data describing the component to identify a failing power
adapter 1n the component as the cause of the overheating
event. The cause analysis engine 113 may analyze metadata
describing the component to 1dentity the type of component
and the specifications of the component, for example.
According to another example, 11 the event detection engine
112 detects a data communication failure event, the cause
analysis engine 113 may analyze sensor data from a set of
components associated with the communication failure to
determine that a router 1s causing data latency rates that
exceed non-anomalous data latency rates. If the cause analy-
s1s engine 113 determines that the triggering event was a
manually-triggered event, the cause analysis engine 113 may
identily a reason associated with the manually-triggered
event. For example, a user may interact with the user
interface 120 to initiate a power shutdown of a facility based
on an emergency that cannot be detected by the sensors 103.
The cause analysis engine 113 determines that the root cause
of the event 1s a manually-imnitiated power shut-down.
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[0040] A task list generation engine 114 generates a task
list to remediate an 1dentified root cause of a triggering
event. The task list generation engine 114 queries a body of
task templates 118 stored in the data repository 116 to
identily task templates 118 associated with the identified
root cause. FIG. 3 illustrates an example of task templates
301 and 307 according to one embodiment. The task list
generation engine 114 may select a set of tasks associated
with a particular root cause based on one or more of (1) the
identified root cause of an event, (2) an output from the
sensor analysis machine learning model, and (3) the outputs
from the sensors 103. For example, the task list generation
engine 114 may generate a set of queries having the follow-
ing conditions: (a) power levels exceeding a threshold, (b) 1n
a particular power adapter, (¢) providing power to particular
components, and (d) receiving power from a particular
supply. The set of queries may return a corresponding set of
tasks designated to be performed 1n connection with the
specified conditions. In one embodiment, the set of tasks 1s
stored as a task list 119. For example, 11 the same root cause
has been encountered previously, a previously-generated set
of tasks may be stored as a task list 119. In addition, 1f a user
makes a modification to a set of tasks associated with a

particular root cause, the modification may be stored in the
task list 119.

[0041] The task list generation engine 114 populates the
task templates 118 based on particular information associ-
ated with the momitored system 102. Referring to FIG. 3, a
task 301 includes fields for a system component 302, an
action to be performed 303, an entity to perform the action
304, a relationship of the task to other tasks 305, and
parameter values 306 corresponding to one or both of
measured sensor values and an output from the sensor
analysis machine learning model. The task list generation
engine 114 populates the system component field 302 with
the component in the monitored system 102 that 1s to be
acted upon by an entity. For example, a set of tasks asso-
ciated with an overheating power adapter may include a task
that designates a power supply as a system component 302,
tlipping a power switch as an action to be performed 303,
and a particular operator as the entity to perform the action
304. The task list generation engine 114 may populate the
“system component” field 302 with a description of the
component to be acted on. For example, the task list gen-
cration engine 114 may refer to a specification of a rack
including a power supply and power adapter to populate the
“system component” field 302 with the data: “power supply
M103 located at lower right of server rack.”

[0042] The task list generation engine 114 may populate
the “enfity to perform action” field 304 with the name or role
of the particular person responsible for an action. For
example, the task list generation engine 114 may access an
organization role table to identity “D. Scott” as an engineer
responsible for servicing the overheating power adapter. The
task list generation engine 114 may populate the “entity to
perform action” field 304 with the name “D. Scott” or with
the title “engineer.” In one or more embodiments, some
tasks 1n a task list may be performed by human operators and
other tasks may be performed by a computer, without human
intervention. For example, the task template 301 may 1den-
tify a computer “COMP-1" as performing a data analysis
task subsequent to a user performing a preceding task in the
task list.
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[0043] The task template 301 further 1dentifies a relation-
ship of each task to other tasks 3035. For example, the task
template 301 may indicate that a current task must be
performed immediately after task A, without any intervening,
tasks. The task template 301 may further specity that the
current task must be performed prior to task C, but that one
or more tasks may intervene between the current task and
task C. The task template 301 may further identily a chain
or family of tasks to which a particular template belongs.

[0044] As illustrated in FIG. 3, a task template 307 may
specily a compound task that may imvolve two or more
actions 308 and 309 to be performed simultaneously. The
task template 307 may further specily that the two or more
actions 308 and 309 are performed by one or more entities.
For example, a compound task template 307 may specity the
depression of one button, and while the one button 1is
depressed, depressing a second button. The compound task
template 307 may specily the depression of a button on one
system component by one operator, and while the one button
1s depressed, the taking of a measurement by another opera-
tor on another system component.

[0045] The task template 301 specifies a set of parameters
306 required to perform the task. For example, the task
template 301 may specily that, 1f a temperature sensor value
1s within a first range, an entity should perform a first action.
The task template 301 may further specily that i1 the
temperature sensor value 1s within a second range, the entity
should perform a second action. The action performed may
depend on the parameters 306 which correspond to one or
both of an output from the sensors 103 and an output from
the sensor analysis machine learning model. The parameters
306 may be direct measurements from the sensors 103 and
values derived from the measurements. For example, a data
system monitor may measure a latency of a data flow
associated with a component. The parameter 306 may mea-
sure an average packet delay based on the measured latency.

[0046] In one embodiment, the task list generation engine
114 determines whether validated sensor data exists to
populate parameter fields 306 of a task template 301. For
example, validated sensor data may include sensor data that
has been determined to fall within a range of non-anomalous
values for the sensor. If validated sensor data exists, the task
list generation engine 114 populates the parameter ficlds 306
with the validated sensor data. IT the task list generation
engine 114 determines that validated sensor data does not
exist for a particular parameter, the task list generation
engine 114 may determine whether estimated sensor data
exists for the particular parameter. For example, the sensor
analysis machine learning model may estimate sensor values
that cannot be validated based on a learned correspondence
between the sensor having values that cannot be validated
and other sensors. If an estimates sensor value exists for a
parameter, the task list generation engine 114 populates a
parameter field 306 with the estimated sensor value. If
neither a validated sensor value nor an estimated sensor
value exists for a parameter associated with a task template,
the task list generation engine 114 may generate a human-
readable explanation indicating that a task cannot be per-
formed, and the data required to be able to complete the task.
In addition, or 1n the alternative, the task list generation
engine 114 may determine whether one or more alternative
tasks may be substituted for the task that cannot be per-
formed. For example, the task list generation engine 114
may apply a set of rules specitying that 1f a task cannot be
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performed, one or more alternative tasks may be performed
to infer the data for the task that cannot be performed.
According to one example a task template may require a
particular observation of a component by an operator when
a particular parameter has a particular value. However, the
value of the particular parameter may not be able to be
validated or estimated. Accordingly, the task list generation
engine 114 may substitute two alternative tasks for the task
having the parameter that cannot be validated or estimated.
The two alternative tasks may include measurements of
related components based on parameters that may be vali-
dated or estimated. The value for the parameter that cannot
be validated or estimated may be inferred from the two
alternative tasks. Alternatively, the alternative tasks may
achieve a desired result without inferring a value for a
parameter that cannot be validated or estimated.

[0047] In one embodiment, human experts and/or opera-
tors generate task templates 118. In addition, the task list
generation engine 114 may implement a machine learning
model to 1dentily existing task templates to associate with an
identified root cause. Additionally, or in the alternative, the
task list generation engine 114 may include a machine
learning model to generate new task templates based on
newly-identified root causes. For example, the task-gener-
ating machine learning model may be trained with a data set
including: (a) root causes of triggering events, and (b) sets
ol task templates associated with the root causes (including
the components, actions, entities, dependencies, and param-
eters associated with the task templates). Upon receiving a
current root cause having particular characteristics—includ-
ing a particular component and event type, the task-gener-
ating machine learning model may generate a new task
template associated with the particular component and event
type that may specily a task to be performed, a type of entity
to perform the task, a relationship of the task to other tasks,
and any parameters required to complete the task.

[0048] The task list generation engine 114 may arrange the
set of retrieved task templates 118 as a list according to: (a)
a priority level of a task, and (b) dependencies of tasks on
other tasks. In particular, a task that depends on another task
to be completed 1s arranged lower on the task list than a
parent task. In addition, 11 one task does not have a depen-
dency on another, then the system may arrange the tasks
according to a designated priority. For example, the system
may apply a rule that, unless a dependency exists, a com-
puter-performed task should be given priority over a human-
performed task when ordering a task list. In one embodi-
ment, a task list may include parallel lists of tasks. For
example, a power shut-down sequence of a vehicle may
require an ordered sequence of tasks performed by two
different humans. The task list generation engine 114 may
represent the separate sequences of tasks to be performed by
the two humans as parallel lists of tasks.

[0049] A task list execution engine 115 performs, man-
ages, or tracks the performance of tasks 1n a task list. For
example, the task list execution engine 115 may include an
application that causes the user interface 120 to generate a
graphical user mterface (GUI) including a representation of
one or more tasks on a task list. The task list execution may
directly monitor the system 102 to determine whether a task
1s performed. For example, the task list execution engine 1135
may display an interface element representing a task for an
operator to turn off power to a component. The task list
execution engine 115 may detect whether power has been
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turned off. The task list execution engine 115 may change a
representation of the interface element to indicate that it has
detected the power being turned ofl. For example, the task
list execution engine 115 may gray-out a representation of
the task or display a check mark next to a representation of
the task. In addition, or in the alternative, the task list
execution engine 115 may allow an operator to interact with
a representation of the task in the user interface 120 to
indicate completion of the task. Upon completion of the
task, the task list execution engine 115 may highlight a next
task 1n the task list to be performed. In addition, the task list
execution engine 115 may display tasks in the task list to be
performed by a computer. The task list execution engine 1135
may 1nitiate, without human intervention, execution of com-
puter-performed tasks based on detecting completion of any
prerequisite tasks. For example, if a task list includes a
human-performed task to obtain a measurement and a sub-
sequent computer-performed task to analyze system perfor-
mance using the measurement, the task list execution engine
115 may: (a) wait to perform the computer-performed task
until an operator has entered a measurement from the
prerequisite task, and (b) upon detecting that the operator
has entered the measurement, nitiating the computer-per-
formed task without human intervention.

[0050] The task list execution engine 115 may further
provide functionality via the GUI of the user interface 120
to allow an operator to modily one or more tasks. For
example, the task list generation engine 114 may generate a
task list for flushing a data storage component 1n a data
center. The task list execution engine 115 may display the
task list via the GUI of the user interface 120. An operator
may determine that the displayed task list includes tasks that
would cause a significant interruption to a customer. The
operator may modily, using the GUI, one or more tasks to
add a condition that the task should not be performed during
a period of time known to be a high-usage time for the
customer. Alternatively, the operator may modily the task
list to include a new task required by a customer. For
example, a customer may require that they be notified of any
potential disruption. The operator may add a task requiring
an operator to send a notification, and receive a permission,
to execute the remaining tasks of the task list. According to
another example, an organization maintaining the monitored
system 102 may have a safety protocol that 1s required prior
to performing a task. The task list execution engine 115 may

allow a user to add a new task including a task specified by
the safety protocol using the GUI of the user interface 120.

[0051] In one embodiment, the task list execution engine
1135 determines whether a task list has been completed. I an
operator 1indicates that a task list cannot be completed, the
task list execution engine 115 may provide information
associated with the task list and any tasks that cannot be
completed to the cause analysis engine 113. The cause
analysis engine 113 may determine, based on the completed
and uncompleted tasks, whether the detected triggering
event 1in the monitored system 102 1s associated with a
different root cause than the previously-identified root cause.
It the cause analysis engine 113 identifies a different root
cause associated with the triggering event, the task list
generation engine 114 may generate a new task list to be
performed, monitored, and tracked by the task list execution
engine 115.

[0052] The approaches described in this section are
approaches that could be pursued, but not necessarily
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approaches that have been previously conceived or pursued.
Therefore, unless otherwise indicated, 1t should not be
assumed that any of the approaches described 1n this section
quality as prior art merely by virtue of their inclusion 1n this
section.

[0053] In one or more embodiments, the system 100 may
include more or fewer components than the components
illustrated m FIG. 1. The components illustrated 1n FIG. 1
may be local to or remote from each other. The components
illustrated in FIG. 1 may be implemented 1n soitware and/or
hardware. Each component may be distributed over multiple
applications and/or machines. Multiple components may be
combined into one application and/or machine. Operations
described with respect to one component may instead be
performed by another component.

[0054] Additional embodiments and/or examples relating
to computer networks are described below in Section 6,
titled “Computer Networks and Cloud Networks.”

[0055] In one or more embodiments, a data repository 116
1s any type of storage unit and/or device (e.g., a file system,
database, collection of tables, or any other storage mecha-
nism) for storing data. Further, a data repository 116 may
include multiple different storage units and/or devices. The
multiple different storage units and/or devices may or may
not be of the same type or located at the same physical site.
Further, a data repository 116 may be implemented or may
execute on the same computing system as the system
monitoring apparatus 110. Alternatively, or additionally, a
data repository 116 may be implemented or executed on a
computing system separate from the system monitoring
apparatus 110. A data repository 116 may be communica-
tively coupled to the system monitoring apparatus 110 via a
direct connection or via a network.

[0056] Information describing historical sensor data, task
templates, and task lists may be implemented across any of
components within the system 100. However, this informa-
tion 1s 1llustrated within the data repository 116 for purposes
of clarity and explanation.

[0057] In one or more embodiments, the system monitor-
ing apparatus 110 refers to hardware and/or software con-
figured to perform operations described herein for remedi-
ating triggering events detected 1n a momitored system using
a liltered data set including validated sensor data and esti-
mated sensor data. Examples of operations for remediating,
triggering events detected in a monitored system using a
filtered data set including validated sensor data and esti-
mated sensor data are described below with reference to

FIGS. 2A and 2B.

[0058] In an embodiment, the system monitoring appara-
tus 110 1s implemented on one or more digital devices. The
term “digital device” generally refers to any hardware
device that includes a processor. A digital device may refer
to a physical device executing an application or a virtual
machine. Examples of digital devices include a computer, a
tablet, a laptop, a desktop, a netbook, a server, a web server,
a network policy server, a proxy server, a generic machine,
a Tunction-specific hardware device, a hardware router, a
hardware switch, a hardware firewall, a hardware firewall, a
hardware network address translator (NAT), a hardware load
balancer, a mainframe, a television, a content receiver, a
set-top box, a printer, a mobile handset, a smartphone, a
personal digital assistant (“PDA”), a wireless receiver and/
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or transmitter, a base station, a communication management
device, a router, a switch, a controller, an access point,
and/or a client device.

[0059] In one or more embodiments, user mterface 120
refers to hardware and/or software configured to facilitate
communications between a user and the system monitoring
apparatus 110. Interface 120 renders user interface elements
and recerves mput via user interface elements. Examples of
interfaces include a graphical user interface (GUI), a com-
mand line interface (CLI), a haptic interface, and a voice
command interface. Examples of user interface elements
include checkboxes, radio buttons, dropdown lists, list
boxes, buttons, toggles, text fields, date and time selectors,
command lines, sliders, pages, and forms.

[0060] In an embodiment, different components of inter-
face 120 are specified 1n different languages. The behavior
ol user interface elements 1s specified 1 a dynamic pro-
gramming language, such as JavaScript. The content of user
interface elements 1s specified 1n a markup language, such as
hypertext markup language (HI'ML) or XML User Interface
Language (XUL). The layout of user interface elements 1is
specified 1n a style sheet language, such as Cascading Style
Sheets (CSS). Alternatively, interface 120 1s specified 1n one
or more other languages, such as Java, C, or C++.

3. Remediating System Anomalies Based on
Machine Learning

[0061] FIGS. 2A and 2B illustrate an example set of
operations for remediating system anomalies based on a
machine learning model by generating and implementing a
task list 1n accordance with one or more embodiments. One
or more operations illustrated 1n FIGS. 2A and 2B may be
modified, rearranged, or omitted all together. Accordingly,
the particular sequence of operations illustrated 1n FIGS. 2A
and 2B should not be construed as limiting the scope of one
or more embodiments.

[0062] A system obtains current sensor data (Operation
202). The current sensor data includes measurements from
multiple sensors monitoring one or more components of a
monitored system. Examples of monitored systems include:
vehicles, data centers, computer networks, manufacturing
tacilities, medical facilities, and power-generation facilities.
The monitored system may include any number and type of
components, including structural components, motive com-
ponents, power-generating components, computational
components, and data storage components. The sensors
include physical sensors, such as thermal sensors, visual
sensors, and light sensors. The sensors include software-
based sensors, such as applications, clients, or programs,
which monitor computing elements 1n a computer or net-
work of computing devices, network devices, and storage
devices.

[0063] The system validates the sensor data (Operation
204). Validating the sensor data includes determining that
the sensor data meets predetermined criteria. For example, a
machine learning model may be trained to 1dentity correla-
tions among sensors. Validating the sensor data may include
determining that the current sensor data values are consistent
with the learned correlations of the machine learning model.
In addition, or 1n the alternative, validating the sensor data
may include determining that a value for a sensor falls
within a previously-determined range of non-anomalous
values for the sensor.
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[0064] In one embodiment, the machine learning model 1s
a deterministic machine learning model, such as an MSET
model. The MSET model is trained on a set of sensor values
that includes the full range of non-anomalous sensor values
for a set of sensors. Applying the MSET model to the current
sensor data, the system validates the sensor data by (a)
determining that each sensor value falls within a previously-
learned range of non-anomalous values for the respective
sensor, and (b) determining that the sensor data values are
consistent with learned correlations with other sensor data
values.

[0065] The system identifies one or more sensor values
that cannot be validated (Operation 206). A sensor value that
cannot be validated may include a sensor value that does not
match a learned correlation between the sensor and other
sensors. For example, a machine learning model may learn
that three sensors have output values that track each other.
The system may detect that current sensor values for one of
the sensors cannot be validated based on detecting that the
current sensor values for the sensor 1s not tracking the output
values for the other two sensors.

[0066] In an embodiment 1n which the machine learning
model 1s a deterministic model, such as an MSET model, the
machine learning model may generate, for each sensor
value, a delta value representing a difference between the
current sensor value and a predicted value for the sensor. The
MSET model may determine that a sensor value cannot be
validated based on determining: (a) the sensor value falls
outside a range of non-anomalous values for the particular
sensor, (b) the sensor value varies from a predicted value by
more than a predetermined threshold. According to one
example, the MSET model applies a Sequential Probability
Ratio Test (SPRT) algorithm to the sensor value and pre-
dicted sensor value to determine whether the sensor value
deviates from the predicted value by more than a predeter-
mined threshold. The SPRT algorithm detects anomalous
deviations from normal operation by calculating a cumula-
tive sum of the log-likelihood ratio for each successive
residual between the measured signals and estimated values,
and by comparing the cumulative sum against a threshold at

which to determine that a fault 1s detected.

[0067] According to one example, the MSET model may
identify a correlation between the values of three sensors.
The MSET model may determine that, based on the values
of two of the sensors, the third sensor should have a
particular value. The MSET model may determine that the
third sensor cannot be validated 1if the current value for the
third sensor varies from the particular value by more than a
predefined threshold. In addition, the MSET model may
determine that the third sensor has a predefined range of
non-anomalous operating values. The MSET model may
determine that the third sensor cannot be validated 1f the
current sensor value for the third sensor falls outside the
predefined range of non-anomalous operating values.

[0068] The system determines whether sensor data that
cannot be validated can be estimated (Operation 208). In one
embodiment, the system trains a machine learning model
with a dataset of sensor values to identily correlations
among sensors. The system may determine whether a sensor
value that cannot be validated may be estimated based on the
learned correlation of sensor values by the machine learning
model.

[0069] Based on determining that a sensor value that
cannot be validated may be estimated, the system generates
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estimated values for any sensor data that cannot be validated
but can be estimated (Operation 210). For example, 1n an
embodiment 1n which a sensor analysis model 1s an MSET
model, the MSET model generates an estimated value for a
sensor based on the learned correlation between the sensor
and other sensors.

[0070] In one embodiment, the system trains and applies
one machine learning model to the sensor data to validate the
sensor data and another machine learming model to the
sensor data to estimate sensor values that cannot be vali-
dated. For example, the system may train a machine learning
model using a set of historical sensor data to learn correla-
tions among sensor values. The system provides current
sensor data to the trained machine learning model to deter-
mine whether the correlations between the current sensor
values are consistent with the learned correlations among the
historical sensor values. The trained machine learning model
validates sensor values based on determining the values are
consistent with the learned correlations. The machine learn-
ing model determines that a subset of the values cannot be
validated based on determining that the subset of values are
not consistent with the learned correlations with other sensor
values. The system trains another machine learning model to
learn the correlations among the sensor values 1n the set of
historical sensor data and to predict sensor values based on
the other sensor values in the set of historical sensor data.
The system provides the current sensor data to the machine
learning model. The machine learning model predicts values
for the sensor values based on the values of the other sensor
values 1n the current sensor data. The system substitutes the
predicted values generated by the second machine learning
model for the measured values identified by the first
machine learning model as values that cannot be validated.

[0071] In an alternative embodiment, the system uses the
same machine learning model to both validate the sensor
data and estimate sensor data values that cannot be vali-
dated. For example, the MSET machine learning model
detects when sensor values vary from non-anomalous oper-
ating ranges and generate predictions for the sensor values
based on learned correlations among the sensor values. The
MSET model replaces sensor values that cannot be validated
with the predicted sensor values.

[0072] Based on the validated sensor data and any esti-
mated sensor data, the system generates a filtered set of
sensor data (Operation 212). The system omits from the
filtered set of sensor data any sensor data that cannot be
validated.

[0073] Using the filtered set of sensor data, the system
detects an event associated with a monitored system (Opera-
tion 214). In one embodiment, the sensor analysis machine
learning model tramned identifies anomalies 1n the sensor
data. The system may detect a triggering event based on
detecting one or more conditions associated with the current
sensor data. For example, the system may detect a pre-
defined number of sensor data values that exceed threshold
values. The system may detect a particular sensor data value
that exceeds a threshold value. In addition, or 1n the alter-
native, the system may detect a combination of sensor values
that amount to a triggering event, even 1f one or more of the
sensor values 1s within a non-anomalous sensor value range
for the particular sensor. In one embodiment, the system
compares estimated values for sensors with current values
for the sensors to detect whether the sensor values are
anomalous and whether the sensor values amount to a
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triggering event. In other words, the system may use a
combination of the filtered set of sensor data and the current
sensor data to detect whether a triggering event has occurred
in the monitored system.

[0074] The system 1dentifies a root cause of the detected
triggering event (Operation 216). The system may analyze
the output from one or both of the machine learning model
and system-monitoring sensors to identify a root cause of the
triggering event. In one embodiment, the system applies a
trained cause-analysis machine learning model to the filtered
set of sensor data to identily a root cause of the triggering
event. For example, the root cause of an overheating com-
ponent may be the failure of a power regulator on the
component. The machine learning model may be trained on
a data set that includes (a) historical sensor data, and (b)
historically-identified causes for triggering events in the
historical data to identily the root cause of the triggering
event associated with the current sensor data.

[0075] The system 1dentifies a set of tasks associated with
the root cause (Operation 218). According to one embodi-
ment, the system generates a set of queries to a database of
task templates. The system generates the set of queries based
on one or more ol (a) the identified root cause, (b) the
identified triggering event, and (c¢) one or both of the current
sensor data and the filtered set of sensor data. The task
templates include an action to be performed and any depen-
dencies of the task on any other tasks. The task templates
turther include editable fields that the system populates
according to specifications of the monitored system to
generate a set of tasks. For example, the system may
populate a “component” field with a particular model or
description of a system component. The system may popu-
late an “entity to perform the action™ field with a name of an
operator, a title of the operator, or a name of a computer that
1s designated to perform an action.

[0076] The system instantiates task parameters for the set
of tasks (Operation 220). The set of tasks includes param-
cters that are populated by the system based on the current
sensor data. The system may populate the parameters based
on the validated sensor data. For example, a task may require
a data latency measurement. Another task may require an
environmental temperature measurement. The system popu-
lates the task parameters based on the measurements 1n the
current sensor data.

[0077] The system determines whether the set of tasks
includes any missing parameters (Operation 222). For
example, the system may determine that a task includes a
parameter associated with a current sensor value that cannot
be validated. The sensor value that cannot be validated
results 1n a missing task parameter.

[0078] The system determines, for any missing parameter,
whether the parameter can be estimated (Operation 224). In
an embodiment in which the system includes a sensor
analysis machine learning model that learns correlations
among diflerent sensors, the system may determine whether
the sensor analysis machine learning model generates an
output value that 1s an estimate of the sensor value that
cannot be validated. In addition, or in the alternative, the
system may i1dentily any other sensor values that may be
used to estimate a missing task parameter. For example, the
system may determine that a first sensor value of a first
component may be plugged 1nto a formula to calculate an
estimate for a second sensor having a second value that
cannot be validated. In yet another embodiment, the system
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may determine whether any tasks may be substituted for a
task having a missing parameter. For example, the system
may determine that a data backup-type operation may be
initiated by either a first task associated with a first compo-
nent or by a second task associated with a second compo-
nent. I a required task parameter of the first task 1s missing,
the system determine that the second task may be substituted
for the first task to achieve a desired result.

[0079] If the system determines that a missing parameter
cannot be estimated, the system generates an explanation for
the missing parameter (Operation 226). The explanation
may be a human-understandable explanation. The explana-
tion may be selected from among a set of explanation
templates. The system may fill i fields of an explanation
template to generate the human-understandable explanation.
For example, an explanation may indicate that a particular
task cannot be completed without a particular measurement,
and that sensor data associated with the particular measure-
ment cannot be validated. In one embodiment, the human-
understandable explanation 1s presented to an operator via a
GUI. If the task 1s not a vital task to achieve an objective, the
system may give the operator an option to generate a task list
without the task. In addition, or in the alternative, the system
may provide an interface element to allow the operator to
provide the necessary information to complete the task. For

example, the user may supply the missing parameter infor-
mation via the GUI.

[0080] If the system determines that the missing param-
cters can be estimated, the system instantiates the parameters
based on estimated parameter values (Operation 228). In the
embodiment 1n which the system includes the sensor analy-
s1s machine learning model that learns correlations among
different sensors, the system estimates the parameters based
on the estimated sensor values for the sensor values that
cannot be validated. In an example 1n which a first sensor
value of a first component may be plugged mnto a formula to
calculate an estimate for a second sensor having a second
value that cannot be validated, the system may estimate the
missing parameter based on the first sensor value 1n place of
the second sensor value. According to an alternative
embodiment, the system substitutes one task for another
instead of estimating missing parameters. In an example 1n
which two tasks may achieve a desired result, the system
may substitute a second task for a first task, where the first
task includes a missing parameter.

[0081] The system arranges the set of tasks in a task list
(Operation 230). The system arranges the set of tasks 1n a list
based on one or both of dependencies between tasks and
priority levels of tasks. The system arranges tasks according
to dependencies specified in the task templates. For
example, a task may specity that it must always be preceded
by a particular task. Further the task may specify that 1t must
proceed another particular task. A series of two or more tasks
may specily that no intervening task may be performed
between the two or more tasks. A task may specily a time
period for performing the task. A task may specily any
related tasks, such as a task that must be performed simul-
taneously by another entity. A system may also arrange tasks
in a task list according to a prionty level of the tasks. The
priority level may be set by an operator. According to one
example, an operator may 1dentify a particular type of task
as having a high priority. Alternatively, the operator may
identify tasks associated with a particular component as
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having a high priority. The system may arrange two tasks
that do not have dependencies according to an i1dentified
priority.

[0082] The system mitiates execution of the task list
(Operation 232). The system may provide the task list to an
operator via a GUI of a user interface, via a print medium,
or by any other means. In an embodiment 1n which the
system provides the task list to the operator via the GUI, the
system may display the task list and track completion of the
task list. The system may update the display of the task list
based on detecting the completion of tasks on the task list.
During execution of the task list, the system may execute
any computer-executed tasks without human intervention

based on detecting completion of an immediately preceding,
task on the task list.

[0083] The system determines whether the task list is
capable of being completed (Operation 234). For example,
a user may generate an mput via a GUI that one or more
tasks 1s missing from the task list. A user may generate an
input indicating two or more tasks on the task list are
redundant. The system may 1dentily one or more tasks that
are incapable of being completed. For example, an environ-
ment 1n which a task would need to be performed may not
be able to be accessed by a human or a computer. For
example, a physical component of a vehicle may not be able
to be accessed. Alternatively, a task to validate a set of data
may not be able to be accessed due to security protocols.

[0084] Based on determining that the list of tasks 1s not
capable of being completed, the system may modily one or
both of task parameters and particular tasks associated with
a particular root cause (Operation 236). For example, 11 a
user indicates that a task cannot be performed due to the
user’s 1nability to access a component to take a measure-
ment, the system may attempt to identily alternative mea-
surements to substitute for the mitial measurement or alter-
native tasks to substitute for the initial task. If a user
indicates that a task 1s missing, the system may generate,
based on user input, a new dependency of an existing task
template or an entirely new task template. Based on updates
to the set of tasks to be performed, the system determines
whether the mnitially-identified root cause 1s still determined
to be the root cause of the triggering event. For example, the
system may determine that a user’s inability to perform a
task indicates that another root cause, different from the
initially-identified root cause, may be the actual cause of the
triggering event. The system repeats the process of 1denti-
tying the root cause (Operation 216) and identilying tasks
associated with the root cause (Operation 218).

4. Training Machine Learning Models

[0085] FIGS. 4A and 4B illustrate an example set of
operations for training machine learning models to validate
sensor data, to 1dentily sensor data that cannot be validated,
and to estimate values for sensor data that cannot be vali-
dated, 1n accordance with one or more embodiments. One or
more operations 1illustrated in FIGS. 4A and 4B may be
modified, rearranged, or omitted all together. Accordingly,
the particular sequence of operations illustrated in FIGS. 4A
and 4B should not be construed as limiting the scope of one
or more embodiments.

[0086] FIG. 4A 1llustrates an example of a set of opera-
tions for traiming a machine learning model, such as a neural
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network or support vector machine (SVM), that use a
stochastic optimization of the weights, according to one or
more embodiments.

[0087] A system obtains a set of historical data including
historical sensor values and identified root causes associated
with particular combinations of sensor values (Operation
402). Examples of sensor values include sensors signals
output from physical sensors, such as thermal sensors, light
sensors, strain sensors, and positioning sensors, as well as
sensors implemented as soltware executing 1n a processing,
device, such as a program to track data capacity, bandwidth,
data latency, and dropped data packet rates. Examples of
root causes 1nclude physical malfunctions of components,
circuitry failures, electrical component failures, power out-
ages to components, and misconfiguration of a software
component resulting 1n measurable data transmission or data
storage failures.

[0088] The system generates a training data set from the
set of historical data (Operation 404). The training data set
includes sensor values of a set of sensors monitoring a
system. The training data set may further include labels of
root causes in one or more components of a system being

monitored. For example, one data point 1n the set of traiming
data includes a set of sensor data values and a label 1denti-
tying one or more causes of anomalous sensor data values 1n
the set of sensor data values. Another data point 1n the set of
training data includes another set of sensor data values and
another label identilying one or more causes of anomalous
sensor data values.

[0089] The system applies a machine learning algorithm to
the training data set to train the machine learning model to
learn relationships or correlations among sensors and to
predict root causes associated with diflerent combinations of
sensor values (Operation 406). One or more embodiments
include multiple different machine learning models to per-
form different determinations or predications. For example,
the system may train one machine learming model to predict
a root cause associated with a particular set of current sensor
values. The system may train another machine learming
model to identily relationships or correlations among dif-
ferent sensors. The machine learning model may be trained
to 1dentily a subset of sensor values in the set of current
sensor values that cannot be validated. The machine learning,
model 1dentifies the subset of sensors that cannot be vali-
dated based on determining that the particular values for the
subset of sensors are not consistent with the learned rela-
tionships among the sensors. The system may traimn yet
another machine learning model to generate predicted or
estimated values for sensors. The system trains the machine
learning model to learn the relationships or correlations
among the sensors. The machine learning model predicts a
value for a particular sensor based on the values of the other
sensors associated with a set of current sensor values.

[0090] In one embodiment, traiming the machine learning
model includes receiving feedback for a root cause 1denti-
fication generated by the machine learning model (Operation
408). For example, the system may display a root cause
identification generated by the machine learning model on a
GUI. The system may receive one or more mputs to alter the
identified root cause. The system updates the machine
learning model based on the feedback (Operation 410).
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[0091] FIG. 4B illustrates an example of a set of opera-
tions for training a deterministic-type machine learning
(ML) model, such as an MSET model, according to one or
more embodiments.

[0092] A system obtains a training data set that includes a
range of sensor values 1n non-anomalous states for a set of
sensors monitoring a monitored system (Operation 412).
The set of tramning data may include time-series data. The
time series data includes a plurality of signals generated by
a plurality of sensors monitoring the monitored system. In
one embodiment, the output levels of the plurality of signals
in the training data include a range of values that are all
non-anomalous values. The set of training data may be
selected to include sensor data over time in which sensor
values for each sensor vary within a range of values that 1s
defined as non-anomalous for the respective sensor.

[0093] The system applies a machine learning algorithm to
the training data set to train the machine learning model to
identify: (a) a range of non-anomalous values for each
sensor, and (b) relationships among sensor values for the set
of sensors (Operation 414). The deterministic-type ML
model 1s trained using the non-anomalous training data set
to model non-anomalous operation of the monitored system.
In one embodiment, the deterministic ML, model includes an
anomalous-signal-prediction model to identily variations of
time-series signals from pre-defined operating parameters.
The anomalous-signal-prediction model predicts values for
the set of sensors based on the learned relationships with the
other sensors and identifies when a predicted value for a
sensor diflers from a current sensor value for the sensor.
[0094] One or more operations illustrated 1n FIG. 4A may
be modified, rearranged, or omitted all together. Accord-
ingly, the particular sequence of operations illustrated 1n
FIG. 4 A should not be construed as limiting the scope of one
or more embodiments.

5. Example Embodiment

[0095] A detailed example 1s described below for purposes
of clanity. Components and/or operations described below
should be understood as one specific example which may
not be applicable to certain embodiments. Accordingly,
components and/or operations described below should not
be construed as limiting the scope of any of the claims.

[0096] FIGS. 5A and 3B illustrate a system 500 according
to an example embodiment. The system 500 includes a data
center 510 being monitored by sensors 313. The data center
510 1ncludes computing devices 511q, 5115, and 5llc.
Cooling units 521a, 5125, and 512¢ cool the computing
devices 511a, 5115, and 511c¢, respectively.

[0097] The sensors 510 provide sensor data to a data
center monitor 520. The data center monitor includes an
MSET ML model 521 to analyze the sensor data. The MSET
ML model 521 has been trained with a training data set of
sensor values associated with the sensors 513 to model
non-anomalous sensor values associated with non-anoma-
lous operation of the data center 510.

[0098] The MSET ML model 521 generates predicted
values for the sensors 513. Based on the predicted values,
the MSET ML model 521 identifies current sensor values
that are expected 522a, such as within a predefined range
from the predicted sensor values. In addition, the MSET ML
model 521 identifies current senor values that are anomalous
522b, or that (a) have values outside a predefined range of
a predicted value, or (b) outside a learned range of non-
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anomalous values for the sensor. For sensor values that are
identified as anomalous based on being outside the pre-
defined range of the predicted value, the MSET ML model
521 generates an estimated sensor data value 3522¢ by
replacing the current sensor value with the predicted current
sensor value. For example, i a sensor 1s drifting, such that
the output values are over time losing a correlation relation-
ship with a sensed characteristic, the MSET ML model 521
replaces the inaccurate output sensor value resulting from
the drift with the predicted sensor value based on the learned
correlation between the sensor and other sensors.

[0099] A cause analysis engine 523 analyzes the sensor
data output from the MSET ML model 521 to identily a root
cause associated with a detected triggering event. If the
MSET ML model 521 determines, based on learming the
correlations among the sensor values, that a particular cur-
rent sensor value 1s (a) consistent with learned relationships
with other sensors, and (b) at an anomalous level outside a
non-anomalous level, the cause analysis engine 523 uses the
sensor value. The cause analysis engine 523 determines that
the sensor 1s likely accurately tracking an anomalous state of
a monitored component 1n the data center 5310. If the MSET
ML model 521 determines, based on learning the correla-
tions among the sensor values, that a particular current
sensor value 1s (a) not consistent with learned relationships
with other sensors, the cause analysis engine 523 uses the
predicted sensor value for the particular sensor 1nstead of the
current sensor value. The cause analysis engine 523 deter-
mines that the sensor 1s likely 1n a fault state, and the output
of the sensor likely does not reflect a state of a monitored
component of the data center 510.

[0100] In one or more embodiments, the cause analysis
engine 523 utilizes the deterministic nature of the MSET ML
model to perform a traceback operation to i1dentity a root
cause of an event indicated by anomalous signal values. In
particular, the MSET ML model implements a mathematical
structure that, for a given set of input values, will return the
same set of output values. As a result, the MSET ML model
1s reversible. A given set of input values may be determined
based on a respective set of output values. Accordingly, the
cause analysis engine 523 performs a traceback operation on
the signals output by the MSET model to identify the
particular subset of mput signals corresponding to detected
anomalies.

[0101] In the example, embodiment of FIG. 5A, the cause
analysis engine 523 1dentifies a cooling unit failure 524 as a
root cause of a detected triggering event. A task list genera-
tion engine 525 1dentifies a set of task templates 531, stored
in a data repository 530, associated with the cooling unit
failure 524. In the embodiment of FIG. 5A, the task list
generation engine 525 refers to a mapping of tasks to causes
532 to 1dentily the particular set of tasks associated with the
cooling unit failure 524. The task list generation engine 525
generates a task list 526 representing an ordered sequence of
tasks 526a, 526b, 526c, and 5264 to be implemented in

response to the cooling unit failure 524.

[0102] The task list generation engine determines whether
the set of tasks 526a-526d includes any missing parameters.
For example, the task list generation engine may determine
that the task 52656 *“shut off cooling umit 17 requires a
parameter indicating a current temperature of the computing,
unit 511a and a parameter indicating a temperature of the
cooling umit 1 5124. If the system determines that the sensor
data for the current temperature of the computing device
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511a cannot be validated, the task list generation engine 5235
replaces the current sensor data for the temperature of the
computing device 511a with predicted sensor data generated
by the MSET model 521.

[0103] The task list generation engine 523 arranges the set
of tasks 526a-5264d based on dependencies between tasks
and priority levels of tasks. For example, the task 5264 1s a
computer-implemented task without any dependency on
another task. The task list generation engine 525 applies a
rule that directs 1t to assign computer-executed tasks a higher
priority than human-executed tasks. The task 526¢ to mea-
sure, by a human, a temperature at the cooling umt 2 5125
has a defined dependency relationship on task 5265. Accord-
ingly, the task list generation engine 525 arranges the task
526¢ to be performed subsequent to task 526b.

[0104] Referring to FIG. 5B, a task execution engine
initiates execution of the task list 526. The task execution
engine 527 causes the user interface 528 to display a GUI
depicting the task list 526. As a task 1s performed, the task
execution engine 527 may cause the user interface 328 to
modify the depiction of the task in the GUI to indicate the
task has been completed. For example, the task execution
engine 527 may cause the user interface 328 to modity the
depiction of the task in the GUI to minimize a completed
task, to change a color of a completed task, or to display a
check mark next to a completed task. Further, the task
execution engine 527 may cause the user interface 528 to
modily the depiction of the task 1n the GUI to display details
associated with a current task while minimizing other tasks.
The task execution engine 327 may initiate task 3526a
without human mput based on applying a rule to execute
computer-executed rules upon completion of a preceding
task without waiting for human nput.

[0105] The task execution engine 527 receives user mput
via the user interface 528 indicating that a task has been
completed. The task execution engine 527 may also detect
whether a task has been completed independent of user input
via the user interface 528. For example, upon detecting, via
the sensors 513, that power has been shut ofl to the cooling
unit 1 512a, the task execution engine 3527 may, without
human input via the user interface 3528, cause the user
interface 528 to modily the depiction of the task 1n the GUI
to mdicate task 5265 has been completed.

[0106] In addition, 1f a user determines that the task list
526 requires modification, such as adding or removing a
task, or modifying a task element—such as an entity to
perform the task—the user may mput a change via GUI
displayed in the user interface 528. The task execution
engine 327 may modily the task list 526 based on the user
input.

6. Computer Networks and Cloud Networks

[0107] In one or more embodiments, a computer network
provides connectivity among a set ol nodes. The nodes may
be local to and/or remote from each other. The nodes are
connected by a set of links. Examples of links include a
coaxial cable, an unshielded twisted cable, a copper cable,
an optical fiber, and a virtual link.

[0108] A subset of nodes implements the computer net-
work. Examples of such nodes include a switch, a router, a
firewall, and a network address translator (NAT). Another
subset ol nodes uses the computer network. Such nodes (also
referred to as “hosts”) may execute a client process and/or
a server process. A client process makes a request for a
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computing service (such as, execution of a particular appli-
cation, and/or storage of a particular amount of data). A
server process responds by executing the requested service
and/or returming corresponding data.

[0109] A computer network may be a physical network,
including physical nodes connected by physical links. A
physical node 1s any digital device. A physical node may be
a Tunction-specific hardware device, such as a hardware
switch, a hardware router, a hardware firewall, and a hard-
ware NAT. Additionally or alternatively, a physical node
may be a generic machine that 1s configured to execute
vartous virtual machines and/or applications performing
respective functions. A physical link 1s a physical medium
connecting two or more physical nodes. Examples of links
include a coaxial cable, an unshielded twisted cable, a
copper cable, and an optical fiber.

[0110] A computer network may be an overlay network.
An overlay network 1s a logical network implemented on top
of another network (such as, a physical network). Each node
in an overlay network corresponds to a respective node 1n
the underlying network. Hence, each node 1in an overlay
network 1s associated with both an overlay address (to
address to the overlay node) and an underlay address (to
address the underlay node that implements the overlay
node). An overlay node may be a digital device and/or a
soltware process (such as, a virtual machine, an application
instance, or a thread) A link that connects overlay nodes 1s
implemented as a tunnel through the underlying network.
The overlay nodes at either end of the tunnel treat the
underlying multi-hop path between them as a single logical
link. Tunneling 1s performed through encapsulation and
decapsulation.

[0111] In an embodiment, a client may be local to and/or
remote from a computer network. The client may access the
computer network over other computer networks, such as a
private network or the Internet. The client may communicate
requests to the computer network using a communications
protocol, such as Hypertext Transter Protocol (HTTP). The
requests are communicated through an interface, such as a
client interface (such as a web browser), a program interface,
or an application programming interface (API).

[0112] In an embodiment, a computer network provides
connectivity between clients and network resources. Net-
work resources mnclude hardware and/or software configured
to execute server processes. Examples of network resources
include a processor, a data storage, a virtual machine, a
container, and/or a software application. Network resources
are shared amongst multiple clients. Clients request com-
puting services from a computer network independently of
cach other. Network resources are dynamically assigned to
the requests and/or clients on an on-demand basis. Network
resources assigned to each request and/or client may be
scaled up or down based on, for example, (a) the computing
services requested by a particular client, (b) the aggregated
computing services requested by a particular tenant, and/or
(c) the aggregated computing services requested of the
computer network. Such a computer network may be
referred to as a “cloud network.”

[0113] In an embodiment, a service provider provides a
cloud network to one or more end users. Various service
models may be implemented by the cloud network, 1nclud-
ing but not limited to Software-as-a-Service (SaaS), Plat-
form-as-a-Service (PaaS), and Infrastructure-as-a-Service
(IaaS). In SaaS, a service provider provides end users the
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capability to use the service provider’s applications, which
are executing on the network resources. In PaasS, the service
provider provides end users the capability to deploy custom
applications onto the network resources. The custom appli-
cations may be created using programming languages,
libraries, services, and tools supported by the service pro-
vider. In IaaS, the service provider provides end users the
capability to provision processing, storage, networks, and
other fundamental computing resources provided by the
network resources. Any arbitrary applications, including an
operating system, may be deployed on the network
resources.

[0114] In an embodiment, various deployment models
may be implemented by a computer network, including but
not limited to a private cloud, a public cloud, and a hybrid
cloud. In a private cloud, network resources are provisioned
for exclusive use by a particular group of one or more
entities (the term “entity” as used herein refers to a corpo-
ration, organization, person, or other entity). The network
resources may be local to and/or remote from the premises
of the particular group of entities. In a public cloud, cloud
resources are provisioned for multiple entities that are
independent from each other (also referred to as “tenants” or
“customers”). The computer network and the network
resources thereotf are accessed by clients corresponding to
different tenants. Such a computer network may be referred
to as a “multi-tenant computer network.” Several tenants
may use a same particular network resource at diflerent
times and/or at the same time. The network resources may
be local to and/or remote from the premises of the tenants.
In a hybnd cloud, a computer network comprises a private
cloud and a public cloud. An interface between the private
cloud and the public cloud allows for data and application
portability. Data stored at the private cloud and data stored
at the public cloud may be exchanged through the interface.
Applications implemented at the private cloud and applica-
tions implemented at the public cloud may have dependen-
cies on each other. A call from an application at the private
cloud to an application at the public cloud (and vice versa)
may be executed through the interface.

[0115] In an embodiment, tenants of a multi-tenant com-
puter network are mdependent of each other. For example,
a business or operation of one tenant may be separate from
a business or operation of another tenant. Diflerent tenants
may demand different network requirements for the com-
puter network. Examples of network requirements include
processing speed, amount of data storage, security require-
ments, performance requirements, throughput requirements,
latency requirements, resiliency requirements, Quality of
Service (QoS) requirements, tenant 1solation, and/or consis-
tency. The same computer network may need to implement
different network requirements demanded by different ten-
ants.

[0116] In one or more embodiments, 1n a multi-tenant
computer network, tenant 1solation 1s implemented to ensure
that the applications and/or data of different tenants are not
shared with each other. Various tenant 1solation approaches
may be used.

[0117] In an embodiment, each tenant 1s associated with a
tenant ID. Each network resource of the multi-tenant com-
puter network 1s tagged with a tenant ID. A tenant 1s
permitted access to a particular network resource 1t the
tenant and the particular network resources are associated
with a same tenant ID.
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[0118] In an embodiment, each tenant 1s associated with a
tenant ID. Each application, implemented by the computer
network, 1s tagged with a tenant ID. Additionally or alter-
natively, each data structure and/or dataset, stored by the
computer network, 1s tagged with a tenant ID. A tenant 1s
permitted access to a particular application, data structure,
and/or dataset 1f the tenant and the particular application,
data structure, and/or dataset are associated with a same
tenant 1D.

[0119] As an example, each database implemented by a
multi-tenant computer network may be tagged with a tenant
ID. Only a tenant associated with the corresponding tenant
ID may access data of a particular database. As another
example, each entry in a database implemented by a multi-
tenant computer network may be tagged with a tenant ID.
Only a tenant associated with the corresponding tenant 1D
may access data of a particular entry. However, the database
may be shared by multiple tenants.

[0120] In an embodiment, a subscription list indicates
which tenants have authorization to access which applica-
tions. For each application, a list of tenant IDs of tenants
authorized to access the application i1s stored. A tenant 1s
permitted access to a particular application if the tenant 1D
of the tenant 1s included 1n the subscription list correspond-
ing to the particular application.

[0121] In an embodiment, network resources (such as
digital devices, virtual machines, application instances, and
threads) corresponding to different tenants are isolated to
tenant-specific overlay networks maintained by the multi-
tenant computer network. As an example, packets from any
source device 1n a tenant overlay network may be transmit-
ted to other devices within the same tenant overlay network.
Encapsulation tunnels are used to prohibit any transmissions
from a source device on a tenant overlay network to devices
in other tenant overlay networks. Specifically, the packets,
received from the source device, are encapsulated within an
outer packet. The outer packet 1s transmitted from a first
encapsulation tunnel endpoint (in communication with the
source device in the tenant overlay network) to a second
encapsulation tunnel endpoint (in communication with the
destination device in the tenant overlay network). The
second encapsulation tunnel endpoint decapsulates the outer
packet to obtain the original packet transmitted by the source
device. The original packet 1s transmitted from the second
encapsulation tunnel endpoint to the destination device 1n
the same particular overlay network.

7. Miscellaneous; Extensions

[0122] Embodiments are directed to a system with one or
more devices that include a hardware processor and that are
configured to perform any of the operations described herein
and/or recited 1in any of the claims below.

[0123] In an embodiment, a non-transitory computer read-
able storage medium comprises instructions which, when
executed by one or more hardware processors, causes per-
formance of any of the operations described herein and/or
recited 1n any of the claims.

[0124] Any combination of the features and functionalities
described herein may be used 1n accordance with one or
more embodiments. In the foregoing specification, embodi-
ments have been described with reference to numerous
specific details that may vary from implementation to imple-
mentation. The specification and drawings are, accordingly,
to be regarded in an 1illustrative rather than a restrictive
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sense. The sole and exclusive indicator of the scope of the
invention, and what 1s intended by the applicants to be the
scope of the ivention, 1s the literal and equivalent scope of
the set of claims that issue from this application, in the
specific form 1n which such claims issue, including any
subsequent correction.

8. Hardware Overview

[0125] According to one embodiment, the techniques
described herein are implemented by one or more special-
purpose computing devices. The special-purpose computing,
devices may be hard-wired to perform the techniques, or
may 1nclude digital electronic devices such as one or more
application-specific integrated circuits (ASICs), field pro-
grammable gate arrays (FPGAs), or network processing
units (NPUs) that are persistently programmed to perform
the techniques, or may include one or more general purpose
hardware processors programmed to perform the techniques
pursuant to program instructions in firmware, memory, other
storage, or a combination. Such special-purpose computing
devices may also combine custom hard-wired logic, ASICs,
FPGAs, or NPUs with custom programming to accomplish
the techniques. The special-purpose computing devices may
be desktop computer systems, portable computer systems,
handheld devices, networking devices or any other device
that incorporates hard-wired and/or program logic to 1mple-
ment the techniques.

[0126] For example, FIG. 6 1s a block diagram that 1llus-
trates a computer system 600 upon which an embodiment of
the mvention may be implemented. Computer system 600
includes a bus 602 or other communication mechanism for
communicating information, and a hardware processor 604
coupled with bus 602 for processing information. Hardware
processor 604 may be, for example, a general purpose
miCroprocessor.

[0127] Computer system 600 also includes a main
memory 606, such as a random access memory (RAM) or
other dynamic storage device, coupled to bus 602 for storing
information and instructions to be executed by processor
604. Main memory 606 also may be used for storing
temporary variables or other intermediate information dur-
ing execution of instructions to be executed by processor
604. Such instructions, when stored 1n non-transitory storage
media accessible to processor 604, render computer system
600 1nto a special-purpose machine that 1s customized to
perform the operations specified 1n the instructions.

[0128] Computer system 600 further includes a read-only
memory (ROM) 608 or other static storage device coupled
to bus 602 for storing static information and instructions for
processor 604. A storage device 610, such as a magnetic disk
or optical disk, 1s provided and coupled to bus 602 for
storing information and 1nstructions.

[0129] Computer system 600 may be coupled via bus 602
to a display 612, such as a cathode ray tube (CRT), for
displaying information to a computer user. An input device
614, including alphanumeric and other keys, 1s coupled to
bus 602 for communicating nformation and command
selections to processor 604. Another type of user input
device 1s cursor control 616, such as a mouse, a trackball, or
cursor direction keys for communicating direction informa-
tion and command selections to processor 604 and for
controlling cursor movement on display 612. This nput
device typically has two degrees of freedom 1n two axes, a
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first axis (e.g., X) and a second axis (e.g., y), that allows the
device to specily positions 1n a plane.

[0130] Computer system 600 may implement the tech-
niques described herein using customized hard-wired logic,
one or more ASICs or FPGAs, firmware and/or program
logic which 1n combination with the computer system causes
or programs computer system 600 to be a special-purpose
machine. According to one embodiment, the techniques
herein are performed by computer system 600 in response to
processor 604 executing one or more sequences of one or
more instructions contained i main memory 606. Such
instructions may be read mnto main memory 606 from
another storage medium, such as storage device 610. Execu-
tion of the sequences of instructions contained 1n main
memory 606 causes processor 604 to perform the process
steps described herein. In alternative embodiments, hard-
wired circuitry may be used in place of or in combination
with software 1nstructions.

[0131] The term “‘storage media” as used herein refers to
any non-transitory media that store data and/or instructions
that cause a machine to operate 1n a specific fashion. Such
storage media may comprise non-volatile media and/or
volatile media. Non-volatile media includes, for example,
optical or magnetic disks, such as storage device 610.
Volatile media includes dynamic memory, such as main
memory 606. Common forms of storage media include, for
example, a floppy disk, a flexible disk, hard disk, solid state
drive, magnetic tape, or any other magnetic data storage
medium, a CD-ROM, any other optical data storage
medium, any physical medium with patterns of holes, a
RAM, a PROM, and FPROM, a FLASH-EPROM,
NVRAM, any other memory chip or cartridge, content-
addressable memory (CAM), and ternary content-address-

able memory (TCAM).

[0132] Storage media 1s distinct from but may be used 1n
conjunction with transmission media. Transmission media
participates 1n transferring information between storage
media. For example, transmission media includes coaxial
cables, copper wire and fiber optics, including the wires that
comprise bus 602. Transmission media can also take the
form of acoustic or light waves, such as those generated
during radio-wave and infra-red data communications.

[0133] Various forms of media may be mvolved 1n carry-
Ing one or more sequences of one or more 1nstructions to
processor 604 for execution. For example, the mstructions
may 1nitially be carried on a magnetic disk or solid state
drive of a remote computer. The remote computer can load
the istructions into 1ts dynamic memory and send the
instructions over a telephone line using a modem. A modem
local to computer system 600 can receive the data on the
telephone line and use an inira-red transmitter to convert the
data to an infra-red signal. An infra-red detector can receive
the data carried in the infra-red signal and approprate
circuitry can place the data on bus 602. Bus 602 carries the
data to main memory 606, from which processor 604
retrieves and executes the instructions. The instructions
received by main memory 606 may optionally be stored on
storage device 610 ecither before or after execution by
processor 604.

[0134] Computer system 600 also includes a communica-
tion 1nterface 618 coupled to bus 602. Communication
interface 618 provides a two-way data communication cou-
pling to a network link 620 that 1s connected to a local
network 622. For example, communication interface 618
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may be an integrated services digital network (ISDN) card,
cable modem, satellite modem, or a modem to provide a data
communication connection to a corresponding type of tele-
phone line. As another example, communication interface
618 may be a local area network (LAN) card to provide a
data communication connection to a compatible LAN. Wire-
less links may also be implemented. In any such implemen-
tation, communication interface 618 sends and receives
clectrical, electromagnetic, or optical signals that carry
digital data streams representing various types of informa-
tion.

[0135] Network link 620 typically provides data commu-
nication through one or more networks to other data devices.
For example, network link 620 may provide a connection
through local network 622 to a host computer 624 or to data
equipment operated by an Internet Service Provider (ISP)
626. ISP 626 in turn provides data communication services
through the worldwide packet data communication network
now commonly referred to as the “Internet” 628. Local
network 622 and Internet 628 both use electrical, electro-
magnetic, or optical signals that carry digital data streams.
The signals through the various networks and the signals on
network link 620 and through communication interface 618,
which carry the digital data to and from computer system
600, are example forms of transmission media.

[0136] Computer system 600 can send messages and
receive data, including program code, through the network
(s), network link 620 and communication interface 618. In
the Internet example, a server 630 might transmit a

requested code for an application program through Internet
628, ISP 626, local network 622 and communication inter-
face 618.

[0137] The recerved code may be executed by processor
604 as 1t 1s recerved, and/or stored 1n storage device 610, or
other non-volatile storage for later execution.

[0138] In the foregoing specification, embodiments of the
invention have been described with reference to numerous
specific details that may vary from implementation to imple-
mentation. The specification and drawings are, accordingly,
to be regarded in an illustrative rather than a restrictive
sense. The sole and exclusive indicator of the scope of the
invention, and what 1s intended by the applicants to be the
scope of the invention, 1s the literal and equivalent scope of
the set of claims that issue from this application, in the
specific form 1n which such claims issue, including any
subsequent correction.

What 1s claimed 1s:

1. A non-transitory computer readable medium compris-
ing 1instructions which, when executed by one or more
hardware processors, cause performance of operations com-
prising:

training a {irst machine learning model based on historical
sensor data obtained from a plurality of data sources;

applying the first trained machine learning model to
current sensor data detected by a plurality of data
sources to 1dentify a particular subset of the current
sensor data that cannot be validated based on data

relationships corresponding to the historical sensor
data;

applying a second trained machine learning model to
generate estimated sensor data to substitute for the
particular subset of the current sensor data that cannot
be validated; and
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analyzing the current sensor data, with the estimated
sensor data substituted for the particular subset of the
current sensor data, to generate a task list to remediate
an anomalous event.
2. The non-transitory computer readable medium of claim
1, wherein the task list specifies, for a particular task, (a) an
entity to perform the particular task, (b) an action to be
performed, and (c¢) a component of a monitored system on
which the action 1s to be performed.
3. The non-transitory computer readable medium of claim
1, wherein the task list comprises an ordered sequence of
two or more tasks.
4. The non-transitory computer readable medium of claim
3, wherein at least one first task among the two or more tasks
1s a task to be performed by a first enfity,
wherein at least one second task among the two or more
tasks 1s a task to be performed by a second entity,
different from the first entity.
5. The non-transitory computer readable medium of claim
3, wherein the two or more tasks further specity: a depen-
dency of one task, among the two or more tasks, on another
task, among the two or more tasks,
wherein at least one task among the two or more tasks
includes a dependency upon another task among the
two or more tasks, and
wherein the two or more tasks are arranged 1n a sequence
according to the dependency.
6. The non-transitory computer readable medium of claim
3, wherein at least one first task among the two or more tasks
1s a task to be performed by a human,
wherein at least one second task among the two or more
tasks 1s a task to be performed by a computer without
human intervention, and
wherein the instructions further cause performance of
operations comprising;
responsive to detecting completion of the at least one
second task: generating a human-readable notifica-
tion associated with the completion of the at least
one second task.
7. The non-transitory computer readable medium of claim
1, wherein the operations further comprise:
identifying the anomalous event based on the current
sensor data with the estimated sensor data substituted
for the particular subset of the current sensor data.
8. The non-transitory computer readable medium of claim
1, wherein the first trained machine learning model and the
second trained machine learning model correspond to the
same machine learming model.
9. The non-transitory computer readable medium of claim
7, wherein the same machine learming model 1s a multivari-
ate state estimation techmque (MSET) model.
10. The non-transitory computer readable medium of
claim 1, wherein the operations further comprise:

obtaining a training data set from the historical sensor
data;

training a second machine learning model to identily
correlations among the plurality of data sources based
on the training data set;

wherein applying the second trained machine learning
model to generate estimated sensor data to substitute
for the particular subset of the current sensor data that
cannot be validated comprises:
identifying, by the second trained machine learning

model the correlations among the particular subset of
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the current sensor data and another subset of the
current sensor data that 1s validated; and

generating the estimated sensor data based on the
correlations.

11. The non-transitory computer readable medium of
claim 1, wherein the task list to remediate the anomalous
event comprises tasks to remediate a root cause of the
anomalous event.

12. The non-transitory computer readable medium of
claim 11, wherein the operations further comprise:

responsive to recerving an input to modily two or more

tasks associated with the root cause, modifying the two

or more tasks by performing one or both of:

adding a new task to the two or more tasks; and

removing at least one task from among the two or more
tasks; and

re-generating the task list based on the modifying the two

or more tasks.

13. The non-transitory computer readable medium of
claim 11, wherein generating the task list comprises:

generating at least one query based on the root cause; and

querying a set of stored task templates to 1dentity two or
more tasks satistying query conditions associated with
the at least one query.
14. A non-transitory computer readable medium compris-
ing 1instructions which, when executed by one or more
hardware processors, causes performance ol operations
comprising:
tramning a machine learning model based on historical
sensor data obtained from a plurality of sensors;

applying the trained machine learning model to current
sensor data detected by a plurality of sensors to identily
a particular subset of the current sensor data that cannot
be validated based on data relationships corresponding
to the historical sensor data;
filtering out the particular subset of the current sensor
data, that cannot be validated, to obtain a filtered set of
current sensor data comprising validated sensor data;

performing an analysis on the filtered set of the current
sensor data, that does not 1include the particular subset
of the current sensor data, to identify an 1ssue to be
remediated; and

generating a recommendation to remediate the 1ssue that

was 1dentified based on the filtered set of the current
sensor data.

15. The non-transitory computer readable medium of
claim 14, wherein the istructions further cause performance
ol operations comprising:

estimating a second subset of the current sensor data to

use 1n the analysis 1n place of the particular subset of
the current sensor data, the estimating being based on
the data relationships corresponding to the historical
sensor data,

wherein the analysis 1s performed further on the estimated

second subset of the current sensor data 1n addition to
the filtered set of the current sensor data to 1dentity the
i1ssue to be remediated.

16. The non-transitory computer readable medium of
claim 15, wherein generating a recommendation to remedi-
ate the 1ssue comprises:

generating a task list comprising a plurality of tasks to be

performed 1n sequence to remediate the 1ssue.

17. The non-transitory computer readable medium of
claim 16, wherein generating the task list comprises:
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identilying a set of parameters necessary to generate the
task list, wherein the set of parameters includes at least
one value from the filtered set of current sensor data
and at least one value from the estimated second subset
of the current sensor data.

18. A method, comprising;

training a first machine learning model based on historical
sensor data obtained from a plurality of data sources;

applying the first trained machine learning model to
current sensor data detected by a plurality of data
sources to 1dentily a particular subset of the current
sensor data that cannot be validated based on data
relationships corresponding to the historical sensor
data;

applying a second trained machine learning model to
generate estimated sensor data to substitute for the

particular subset of the current sensor data that cannot
be validated; and

analyzing the current sensor data, with the estimated
sensor data substituted for the particular subset of the
current sensor data, to generate a task list to remediate
an anomalous event.

19. The method of claim 18, wherein the task list speci-
fies, for a particular task, (a) an enfity to perform the
particular task, (b) an action to be performed, and (c) a
component of a monitored system on which the action 1s to
be performed.

20. The method of claim 18, wherein the task list com-
prises an ordered sequence of two or more tasks.

21. The method of claim 20, wherein at least one first task
among the two or more tasks 1s a task to be performed by a
first entity, and

wherein at least one second task among the two or more
tasks 1s a task to be performed by a second entity,
different from the first entity.

22. The method of claim 20, wherein the two or more
tasks turther specily: a dependency of one task, among the
two or more tasks, on another task, among the two or more
tasks,

wherein at least one task among the two or more tasks
includes a dependency upon another task among the
two or more tasks, and

wherein the two or more tasks are arranged 1n the ordered
sequence according to the dependency.

23. The method of claim 18, wherein the first machine
learning model and the second machine learning model
correspond to the same machine learning model, and

wherein the same machine learning model 1s a multivari-
ate state estimation technmique (MSET) model.

24. A system comprising:
one or more processors; and

memory storing instructions that, when executed by the
one or more processors, cause the system to perform:

training a first machine learning model based on historical
sensor data obtained from a plurality of data sources;

applying the first trained machine learning model to
current sensor data detected by a plurality of data
sources to identify a particular subset of the current
sensor data that cannot be validated based on data
relationships corresponding to the historical sensor

data;
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applying a second trained machine learning model to
generate estimated sensor data to substitute for the

particular subset of the current sensor data that cannot
be validated; and

analyzing the current sensor data, with the estimated
sensor data substituted for the particular subset of the
current sensor data, to generate a task list to remediate
an anomalous event.
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